


Motivation

I Suppose we want to sample from a given distribution π on a
finite state space S .

I Standard approach is to construct an ergodic markov chain
which has π as its stationary distribution.

I After running the chain for M steps for some large M, the
distribution over states tends to π, but hard to determine how
large M needs to be to get within a given distance.

I The coupling-from-the-past algorithm determines M
dynamically, in order to return exact samples from π.



Forward simulation

Suppose we start in state i∗ at time −M and we have access to a
random subroutine Markov() which given state i produces state j
according to the chain’s transistion probabilities pij .
Fixed-time forward simulation:



Backward simulation

I Start by running the chain from time -1 to time 0. As we don’t
know the state of the chain at time -1, we must run the chain
from -1 to 0 for each of the n states which might occur at
time -1, i.e. we define a random function f−1(i) = Markov(i)
for i = 1, . . . , n, which we denote by ft = RandomMap().

I Define F 0
−M = f−1 ◦ f−2 ◦ · · · ◦ f−M+1 ◦ f−M

I Then F 0
−M(i∗) has the same distribution as in forward

simulation.



Coalescence

I F 0
t can be updated through the equation F 0

t = F 0
t+1 ◦ ft

I If F 0
t becomes constant, i.e. F 0

t (i) = F 0
t (j) for all i , j , then

this remains true for all subsequent t ′ (i.e. ∀t ′ < t).

I When F 0
t is constant say coalescence occurs from time t.

When this occurs there is no need to continue the backward
simulation to −M, as we must have F 0

−M = F 0
t .

I This is true for any M, so in particular if coalescence occurs
from time t, F 0

−∞ = F 0
t and the sample returned comes from

the equilibrium distribution π.

I Coupling-from-the-past is the procedure of working backwards
until t is large enough so that F 0

t is constant, and then
returning the unique value in the range of that map.



Coupling-from-the-past





Why from the past?

I If we run the chain from time 0 into the future, finding the
smallest t such that F t

0 (x) is constant and outputting that
value, the samples obtained are biased.

I To see this imagine a chain in which some states have a
unique predecessor, such states can’t occur at the time of
coalescence.

I So must have F 0
t = F 0

t+1 ◦ ft rather than F 0
t = ft ◦ F 0

t+1.

I Also must keep all random number used so far the same, each
time we decrement t.



Monotonicity

I For most models of interest, the number of states n is too
large to check coalescence by simulating a chain starting in
each state.

I Suppose S has a partial ordering ≤, and that there exist
elements 0̂ and 1̂ such that 0̂ ≤ x ≤ 1̂ for all x ∈ S .

I Set ft(x) = φt(x , ut) where φt is a deterministic function and
ut is a random variable. Suppose that φt has the property
that x ≤ y =⇒ φt(x , ut) ≤ φt(y , ut) almost surely w.r.t. ut .

I Then rather than consider trajectories starting in all possible
states, we can check coalescence by just looking at
trajectories starting from 0̂ and 1̂.



Example: random walk

I The update rule for this example is monotonic, and can be
written as follows:





Example: Attractive Ising model


