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What's in it

● A proposed 'biophysically realistic' alternative to 
back propagation 

● Sketch of proofs of when it works



  

Feed Forward NN 

Supervised Learning
- data

- error



  

Back Prop
Output weights Input weights

Transport of synaptic weight information



  

Feedback Alignment
x h y



  

Claim

● B need not be exactly 

● It suffices that

● All you need is to adjust W



  

Toy Example (1d)

● data: x=y
● Fix B=1



  

Simulations

● As good as back-propagation

● Decrease of 



  

Analysis

(data)

Setting Learning

(error)



  

Analysis



  

That's it!



  

Analysis
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