Teaching
singular distributions
to undergrads




Density Police

Pla<X<b)= J dP(x)
la,b]

(P: a probability distribution)

Q. Why not just write with a density?

b
J p(x)dx



Density Police

Expf(X)] = Jf (x)dP(x)

(P: a probability distribution)

Q. Why not just write with a density?

Jf (X)p(x)dx



Singular Distribution (SD)

Sometimes you can’t do this
= when you have SDs (no density available)
Any example?

e Cantor distribution with CDF:
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Singular Distribution (SD)

Goal of this talk:

* Give a more relatable example of SDs
At the end, you should

* Know there is more than disc./cont. dists

* Be able to teach SDs to undergrads



More relatable example
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e Reward R from bandit = ~ U[0,1]



More relatable example
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* Reward R from arm .‘r ~ 0y (=0)



More relatable example

Repeat the following:

1. Uniformly pick from {
2. Play and receive reward

Let R, R,: resp. reward of 1st and 2nd trials.

Q. What is the joint distribution of R, R, ?



More relatable example

e CDF of ith reward (i.i.d.):

1 1
F(x)=—+—x, forxe]0,1
i(X) >+ [0,1]

* CDF of joint (by independence):

F(x,y) = Fi(xX)F5(y)

1 1 1
— 2 | 4X)’+Z(x+y), (x,y) € [0,1] X [0,1]
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Conclusions

1. SDs can arise in our daily life:
= Sets with Lebesgue measure zero

» Line in 2d space, e.g., GPS data (objects
move along roads)

2. Good to know other integrals (e.g. Stieltjes/
Lebesgue integrals)
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1. INTRODUCTION

While preparing an exam for an undergraduate
course in probability some years ago, I came upon the
following simple cumulative distribution function (cdf)

F(x,y)=(x +y)2
O0=x=1,0=sy=1. (1)

My students were equipped with the usual knowledge
about analyzing cdf’s: The probability function of a dis-
crete distribution, p(x,y), can be computed by a stan-
dard method at the jump points of F(x,y), while the
probability density function f(x,y) is computed by
taking the mixed second-order partial derivative of
F(x,y). I had even discussed mixed distributions for
which both components can be present (i.e., nonzero)
at the same time.
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