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Convexity

A convex function f : X → R is one where

f (αx + (1− α)y) ≤ αf (x) + (1− α)f (y)

for any x, y ∈ X and 0 ≤ α ≤ 1.

x y

f(x)
f(y)

af(x)+(1-a)f(y)

f(ax+(1-a)y)

Convex functions have global minimum (unless not bounded below) and there are efficient
algorithms to optimize them subject to convex constraints.

Examples: linear programs (LP), quadratic programs (QP), second-order cone programs
(SOCP), semi-definite programs (SDP), geometric programs.



Convexity and Approximate Inference

There has been much recent efforts using convex programming techniques to solve infer-
ence problems both exactly and approximately.

• Linear programming relaxation as approximate method to find MAP assignment in Markov
random fields.

• Attractive Markov random fields: binary case exact and related to a maximum flow-
minimum cut problem in graph theory (a linear program). Approximate otherwise.

• Tree-structured convex upper bounds on the log partition function (convexified belief prop-
agation).

• Unified view of approximate inference as optimization on the marginal polytope.

• Learning graphical models using maximum margin principles and convex approximate
inference.

. . .



LP Relaxation for Markov Random Fields
Discrete Markov random fields (MRFs) with pairwise interactions:

p(X) =
1

Z

∏
(ij)

fij(Xi, Xj)
∏
i

fi(Xi) =
1

Z
exp

∑
(ij)

Eij(Xi, Xj) +
∑
i

Ei(Xi)


The problem is to find the MAP assignment XMAP:

XMAP = argmax
X

∑
(ij)

Eij(Xi, Xj) +
∑
i

Ei(Xi)

Reformulate in terms of slightly different variables:

bi(xi) = δ(Xi = xi)

bij(xi, xj) = δ(Xi = xi)δ(Xj = xj)

wher δ(·) = 1 if argument is true, 0 otherwise. Each bi(xi) is an indicator for whether variable
Xi takes on value xi. The indicator variables need to satisfy certain constraints:

bi(xi), bij(xi, xj) ∈ {0, 1} Indicator variables are binary variables.∑
xi

bi(xi) = 1 Xi takes on exactly one value.∑
xj

bij(xi, xj) = bi(xi) Pairwise indicators are consistent with single-site indicators.



LP Relaxation for Markov Random Fields

MAP assignment problem is equivalent to:

argmax
{bi,bij}

∑
(ij)

∑
xi,xj

bij(xi, xj)Eij(xi, xj) +
∑
i

∑
xi

bi(xi)Ei(xi)

with constraints:

∀i, j, xi, xj : bi(xi), bij(xi, xj) ∈ {0, 1}
∑
xi

bi(xi) = 1
∑
xj

bij(xi, xj) = bi(xi)

The linear programming relaxation for MRFs is:

argmax
{bi,bij}

∑
(ij)

∑
xi,xj

bij(xi, xj)Eij(xi, xj) +
∑
i

∑
xi

bi(xi)Ei(xi)

with constraints:

∀i, j, xi, xj : bi(xi), bij(xi, xj) ∈ [0, 1]
∑
xi

bi(xi) = 1
∑
xj

bij(xi, xj) = bi(xi)



LP Relaxation for Markov Random Fields

• The LP relaxation is a linear program which can be solved efficiently.

• If the solution is integral, i.e. each bi(xi), bij(xi, xj) ∈ {0, 1}, then the solution corre-
sponds to the MAP solution XMAP.

• LP relaxation is a zero-temperature version of the Bethe free energy formulation of loopy
BP, where the Bethe entropy term can be ignored.

• If the MRF is binary and attractive, then a slightly different reformulation of LP relaxation
will always give the MAP solution.

• Next: we show how to find the MAP solution directly for binary attractive MRFs using
network flow.



Attractive Binary MRFs and Max Flow-Min Cut

Binary MRFs:

p(X) =
1

Z
exp

∑
(ij)

Wijδ(Xi = Xj) +
∑
i

ciXi


The binary MRF is attractive if Wij ≥ 0 for all i, j. Neighbouring variables prefer to be in the
same state in such MRFs.

No loss of generality; can be equivalently expressed as Boltzmann machines with positive
interactions.

Many practical MRFs are attractive, e.g. image segmentation, webpage classification.

MAP X can be found efficiently by converting problem into a maximum flow-minimum cut
program.



Attractive Binary MRFs and Max Flow-Min Cut

The MAP problem:

argmax
x

∑
(ij)

Wijδ(xi = xj) +
∑
i

cixi

Construct a network as follows:

1. Edges (ij) are undirected with weight λij = Wij;

2. Add a source s and a sink t node;

3. ci>0: Connect the source node to variable i with weight
λsi = ci;

4. cj < 0: Connect variable j to the sink node with weight
λjt = −cj.

i jWij

+

-

-

+ +

-

-

+

+

-cj

+ci

A cut is a partition of the nodes into S and T with s ∈ S and t ∈ T . The weight of the cut is

Λ(S, T ) =
∑

i∈S,j∈T

λij

The minimum cut problem is to find the cut with minimum weight.



Attractive Binary MRFs and Max Flow-Min Cut

Identify an assignment X = x with a cut:

S= {s} ∪ {i : xi = 1}
T= {t} ∪ {j : xj = 0}

The weight of the cut is:

Λ(S, T ) =
∑
(ij)

Wijδ(xi 6= xj)

+
∑
i

(1− xi) max(0, ci)

+
∑
j

xj max(0,−cj)

=−
∑
(ij)

Wijδ(xi = xj)−
∑
i

xici + constant

i jWij

+

-

-

+ +

-

-

+

+

-cj

+ci

So finding the minimum cut corresponds to finding the MAP assignment.
How do we find the minimum cut? The minimum cut problem is dual to the maximum
flow problem, i.e. find the maximum flow allowable from the source to the sink through the
network. This can be solved extremely efficiently (see wikipedia entry).
The framework can be generalized to general attractive MRFs, but will not be exact anymore.



Convexity and Exponential Families

An exponential family distribution is parametrized by a natural parameter vector θ and equiv-
alent by its mean parameter vector µ.

p(X|θ) = exp
(
θ>s(X)− Φ(θ)

)
where Φ(θ) is the log partition function

Φ(θ) = log
∑
x

exp
(
θ>s(x)

)
Φ(θ) plays an important role in the characterization of the exponential family. For example,
it is a moment generating function for the distribution:

∂

∂θ
Φ(θ) = Eθ[s(X)] = µ(θ) = µ

∂2

∂θ2
Φ(θ) = Vθ[s(X)]

The second derivative is positive semi-definite, so Φ(θ) is convex in θ.



Convexity and Exponential Families

The log partition function and the negative entropy are intimately related. We express the
negative entropy as a function of the mean parameter:

Ψ(µ) = Eθ[log p(X|θ)] = θ>µ− Φ(θ)

θ>µ = Φ(θ) + Ψ(µ)

The KL divergence between two exponential family distributions p(X|θ) and p(X|θ′) is:

KL(p(X|θ′)‖p(X|θ)) =KL(θ′‖θ) = Eθ′[log p(X|θ′)− log p(X|θ)]

=− θ>µ′ + Φ(θ) + Ψ(µ′) ≥ 0

Ψ(µ′) ≥θ>µ′ − Φ(θ)

For any pair of mean and natural parameter vectors.
Because the minimum of the KL divergence is zero, and attained at θ = θ′, we have:

Ψ(µ) = sup
θ
θ>µ− Φ(θ)

The construction on the RHS is called the convex dual of Φ(θ). For continuous convex
functions, the dual of the dual is the original function, thus:

Φ(θ) = sup
µ
θ>µ− Ψ(µ)



Convexity and Undirected Trees

Pair-wise MRFs can be parametrized as follows:

p(X) =
1

Z

∏
i

fi(X)
∏
(ij)

fij(Xi, Xj)

= exp

∑
i

∑
xi

θi(xi)δ(Xi = xi) +
∑
(ij)

∑
xi,xj

θij(xi, xj)δ(Xi = xi)δ(Xj = xj)− Φ(θ)


So MRFs form an exponential family, with natural and mean parameters:

θ =
[
θi(xi), θij(xi, xj)∀i, j, xi, xj

]
µ =

[
p(Xi = xi), p(Xi = xi, Xj = xj)∀i, j, xi, xj

]
If the MRF has tree structure T , the negative entropy is composed of single-site entropies
and mutual informations on edges:

Ψ(µT ) = EθT

log
∏
i

p(Xi)
∏

(ij)∈T

p(Xi, Xj)

p(Xi)p(Xj)


= −

∑
i

H(Xi) +
∑

(ij)∈T

I(Xi, Xj)



Convex Upper Bounds on the Log Partition Function

Let us try to upper bound Φ(θ).

Imagine a set of spanning trees T for the MRF, each with its own parameters θT , µT . By
padding entries of off-tree edges with zero, we can assume that θT has the same dimen-
sionality as θ.

Suppose also that we have a distribution β over the spanning trees so that Eβ[θT ] = θ. Then
by the convexity of Φ(θ),

Φ(θ) = Φ(Eβ[θT ]) ≤ Eβ[Φ(θT )]

Optimizing over all θT , we get:

Φ(θ) ≤ inf
θT :Eβ[θT ]=θ

Eβ[Φ(θT )]



Convex Upper Bounds on the Log Partition Function

Φ(θ) ≤ inf
θT :Eβ[θT ]=θ

Eβ[Φ(θT )]

We solve this constrained optimization problem using Lagrange multipliers:

L = Eβ[Φ(θT )]− µ>(Eβ[θT ]− θ)

Setting the derivatives wrt θT to zero, we get:

β(T )µT − β(T )µ(T ) = 0

µT = µ(T )

where µ(T ) are the Lagrange multipliers corresponding to vertices and edges on the tree T .

Although there can be many θT parameters, at optimum they are all constrained: their cor-
responding mean parameters are all consistent with each other and with µ.



Convex Upper Bounds on the Log Partition Function

Φ(θ) ≤ sup
µ

inf
θT

Eβ[Φ(θT )]− µ>(Eβ[θT ]− θ)

= sup
µ
µ>θ + Eβ[Φ(θT )− θ>T µ(T )]

= sup
µ
µ>θ + Eβ[−Ψ(µ(T ))]

= sup
µ
µ>θ + Eβ

∑
i

Hµ(Xi)−
∑

(ij)∈T

Iµ(Xi, Xj)


= sup

µ
µ>θ +

∑
i

Hµ(Xi)−
∑
(ij)

βijIµ(Xi, Xj)

This is a convexified Bethe free energy.
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