
used are important. Previous estimates of parasite diversity were
restricted by DNA sequence availability and used a limited number
of genes and/or sequences from GenBank. Databases frequently
contain erroneous DNA sequences23, and it is difficult to verify the
accuracy of the sequences and the identities of the parasites from
which they were obtained. Although synonymous sites and non-
coding sequences are assumed to be relatively neutral, the degree of
deviation from neutrality may not be the same for genes under
various selection pressures. Most of the genes used in previous
studies1,2 are immune/drug targets or housekeeping genes that
could be under strong selection.

In contrast, we have used a large number of SNPs and parasites of
highly diverse genetic background to estimate the divergence time
and effective population size. We have shown that the P. falciparum
population is quite ancient and diverse, a result that will be
important in the development of drugs and vaccines. A

Methods
Gene sequences and parasite DNA
Predicted coding sequences of the 3D7 parasite were downloaded from PlasmoDB
(http://www.plasmodb.org). Coding sequences were defined according to annotation in the
database. The whole gene sequence, including any introns, was also obtained for sequence
alignment. Introns were identified by sequence alignment of predicted coding sequences and
the genomic DNA sequence. Parasite culture and DNA extraction were as described24.

Amplification of parasite DNA and DNA sequencing
Two to six primers were designed to amplify and sequence DNA fragments up to 1.5 kb
from each of 215 predicted genes on chromosome 3, excluding multigene families such as
rifin, var, stevo and clag13. PCR set-ups contained 4 ml DNA (,5 ng), 0.3 ml of each primer
(100 mM), and 45 ml of PCR mix containing 5 ml 10£ PCR buffer, 1.0 ml dNTPs (10 mM),
and 0.2 ml (5 U ml21) Taq polymerase (Roche Applied Science). All amplifications were
performed with one cycling condition: 94 8C for 2 min, 35 cycles of 94 8C for 20 s, 52 8C for
10 s, 48 8C for 10 s, and 60 8C for 1.5 min. The PCR product was treated with 2 ml ExoSAP-
IT (USB) at 37 8C for 15 min and 80 8C for another 15 min. 5 ml of the treated product was
used in sequencing reaction with dichlororhodamine or BigDye terminator chemistry on
an ABI377 or ABI3100 DNA sequencer (Applied Biosystem).

Data analysis
DNA sequences were aligned using Sequencher 3.1 (Gene Codes Corp.). All potential SNPs
and discrepancies were verified by visual inspection. The DnaSP program25 was used to
calculate p, v, and other parameters for each gene. The neutrality test was done using the
codonml program of the software package PAML17. Estimates of nucleotide substitution
rates, divergence time, and population size were made using methods described
elsewhere1,2,5. To obtain LCR from the genes, we first corrected for the background amino-
acid composition bias by randomly shuffling all the residues and determined the trigger
complexity that results in 4% of the database being within LCR26 (J. C. Wootton and O.H.B.,
manuscript in preparation). We then used this trigger complexity to run the SEG program21.
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Strengthening of synaptic connections following coincident pre-
and postsynaptic activity was proposed by Hebb as a cellular
mechanism for learning1. Contemporary models assume that
multiple synapses must act cooperatively to induce the post-
synaptic activity required for hebbian synaptic plasticity2–5. One
mechanism for the implementation of this cooperation is action
potential firing, which begins in the axon, but which can
influence synaptic potentiation following active backpropaga-
tion into dendrites6. Backpropagation is limited, however, and
action potentials often fail to invade the most distal dendrites7–10.
Here we show that long-term potentiation of synapses on the
distal dendrites of hippocampal CA1 pyramidal neurons does
require cooperative synaptic inputs, but does not require axonal
action potential firing and backpropagation. Rather, locally
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generated and spatially restricted regenerative potentials (den-
dritic spikes) contribute to the postsynaptic depolarization and
calcium entry necessary to trigger potentiation of distal synapses.
We find that this mechanism can also function at proximal
synapses, suggesting that dendritic spikes participate generally
in a form of synaptic potentiation that does not require post-
synaptic action potential firing in the axon.

Hebb’s view of the malleable synapse1 has gained tremendous
experimental support. Repeated pairing of presynaptic stimulation
with postsynaptic depolarization leads reliably to long-term poten-
tiation (LTP) of excitatory postsynaptic potentials (EPSPs)11–13.
Postsynaptic action potentials can provide the necessary depolariz-
ation at some dendritic synapses, via backpropagation from the
axon into dendrites6. At the most distal synapses, however, this
mechanism may be ineffective, because action potential amplitude
decreases markedly between the axon and the distal dendrites,
especially during the repetitive firing necessary to induce LTP7–10.
An alternative postsynaptic signal could be provided by dendriti-
cally generated spikes, which are produced by activation of sodium
and calcium channels by large synaptic potentials in hippocampal
or cortical dendrites14–20.

To test this idea, we activated synapses on the distal dendrites of
CA1 pyramidal neurons by placing a stimulating electrode in
stratum lacunosum-moleculare (SLM) of hippocampal slices pre-
pared from mature rats (Methods). LTP was induced using a
physiologically relevant stimulus6,21 consisting of EPSPs (2–4 mV)
stimulated in bursts of five and paired with three postsynaptic
action potentials, repeated at the naturally occurring theta fre-
quency (Methods; Fig. 1a and b). To investigate the role of back-
propagating action potentials in this form of LTP, tetrodotoxin
(TTX) was applied to the axon, soma, and proximal dendrites. This

manipulation prevented action potential initiation and backpropa-
gation during the theta-burst stimulus, without affecting evoked
EPSPs.

LTP at distal synapses was not affected by blocking action
potential firing with proximal application of TTX (proximal TTX;
Fig. 1c). In addition, LTP was not prevented by somatic hyper-
polarization or voltage clamp near the resting potential, manipula-
tions that prevented action potential initiation but which should
not prevent depolarization of the distal dendrites22 (Fig. 1e).
Although backpropagating action potentials were not required,
LTP at distal synapses did require significant depolarization, as
smaller EPSPs (0.5–1 mV, paired with action potential firing) did
not produce LTP, indicating that multiple synapses must cooperate
to produce sufficient postsynaptic depolarization2–5. LTP could be
observed at proximal synapses (with the stimulating electrode
placed in stratum radiatum, SR) when small EPSPs were paired
with action potentials using the theta-burst protocol (Fig. 1d and e).
Thus, synaptic inputs sufficient to trigger axonally initiated, back-
propagating action potentials can account for the cooperativity of
LTP at proximal, but not distal, synapses.

We proposed that EPSPs summating during theta-burst stimu-
lation of SLM produced cooperative LTP owing to the occurrence of
regenerative spikes initiated in the dendrites. To test this hypothesis,
we limited dendritic spiking by blocking a subset of voltage-
activated calcium channels, while preventing backpropagating
action potentials with proximal application of TTX. A combination
of 50 mM nickel and 10 mM nimodipine was used to block a fraction
of the low-threshold and high-threshold channels (primarily T- and
L-type channels, respectively). Blocking some calcium channels in
this way reduced the average magnitude of LTP from an 85%
increase to a 52% increase (Fig. 2a and b), suggesting that activation

  

Figure 1 Induction of long-term potentiation at distal synapses is independent of

backpropagating action potentials. a, Recording configuration with whole-cell somatic

patch-clamp recording, stimulation of stratum lacunosum-moleculare (SLM) axons, and

application of 5 mM tetrodotoxin (TTX) near the soma to block action potentials in some

experiments. SR, stratum radiatum. b, Theta-burst LTP induction protocol. Bursts of

EPSPs (SYN; 5£ synaptic stimulation at 100 Hz) were paired with triplets of action

potentials (AP; 2-ms somatic current steps at 50 Hz). A single theta stimulus consisted of

five EPSP/AP bursts at 5 Hz (Vm; one postsynaptic voltage response is shown). The theta

stimulus was repeated 3 times, separated by 30 s. c, Normalized EPSP amplitude

(2–4 mV) before and after theta-burst stimulation shows a similar degree of potentiation

when induced with (filled circles) and without (proximal TTX, open boxes) the pairing of

action potentials. d, Normalized EPSP amplitude (0.5–1 mV) before and after theta-burst

stimulation. Weak stimulation paired with action potentials does not induce LTP at SLM

synapses (open circles), but does at SR synapses (asterisks). e, Potentiation ratio (average

EPSP 20–30 min after theta-burst stimulation to the average of the 10-min baseline)

under various experimental conditions. Hyperpolarized pairing includes bursts paired with

a 100-ms hyperpolarizing pulse (21.0 to 21.5 nA) or somatic voltage clamp to the

resting potential (about 265 mV). The number of experiments in each condition is

indicated at bottom of each bar.

letters to nature

NATURE | VOL 418 | 18 JULY 2002 | www.nature.com/nature 327© 2002        Nature  Publishing Group



of voltage-gated calcium channels contributes to LTP at SLM
synapses. A similar reduction in LTP was observed (from 85%
increase to a 57% increase) when NMDA- (N-methyl-D-aspartate)
type glutamate receptors were blocked by application of 50 mM AP5
and 20 mM MK-801 (Fig. 2a and b). Robust block of LTP was
obtained when both NMDA receptors and a fraction of voltage-
gated calcium channels were blocked together (Fig. 2a and b). In
each of these experiments, the drugs were continuously present
throughout the experiment, and baseline EPSP amplitude was set in
the 2–4 mV range. There were no differences in the average baseline
EPSP amplitude across the four groups. Separate experiments also
indicated that these drugs did not affect peak amplitude or initial
slope of individual EPSPs (n ¼ 3, see Supplementary Information).
The observed effects on LTP, however, suggest that bursts of EPSPs
in SLM activate both NMDA receptors and calcium channels, which
act synergistically to produce the local depolarization and calcium
influx necessary to induce LTP.

To test further the hypothesis that the depolarization achieved
during theta-burst stimulation was a critical determinant of co-
operative LTP at SLM synapses, we examined the relationship
between the magnitude of LTP and the change in somatic mem-
brane potential (Vm) during the theta-burst stimulus (average peak
DV m during the 15 bursts used to induce LTP). Pooling the data for
all four conditions (proximal TTX alone, or with partial calcium
channel block, NMDA receptor block, or partial calcium channel
and NMDA receptor block), a strong correlation emerged between
the amount of depolarization and the magnitude of LTP (Fig. 2c).
By contrast, no correlation was observed between the size of the
baseline EPSP (2–4 mV) and the amount of LTP (Fig. 2d). These
data suggest that EPSP summation and active responses during
theta bursts are more important determinants of LTP than initial

synaptic strength.
Sample traces during theta-burst stimuli are shown in Fig. 2e

(examples from three experiments for each condition). Many of the
responses exhibited signs of regenerative activity in the somatic
recordings, despite the presence of somatically applied TTX. The
only exception was when calcium channels and NMDA receptors
were blocked together, in which case signs of regenerative activity
were almost never observed (and there was less EPSP summation
and little LTP). As the presence of regenerative events markedly
increased the peak somatic depolarization during theta-burst
stimulation, we proposed that these events contribute to the
induction of LTP. Further, we postulated that these events were
generated in the distal dendrites, where the activated synapses were
located. To examine the correlation between these putative dendri-
tic spikes and the induction of LTP, each experiment was analysed
for the presence of regenerative events (rapid depolarizations
greater than 3 mV above a sharp inflection point). Comparing
experiments with and without putative dendritic spikes (filled
and open symbols or bars in Figs 2c, d and f), much more LTP
was observed when regenerative spikes were recorded in the soma
than when they were absent.

To test directly the hypothesis that the somatic regenerative
events reflected dendritically generated spikes, we performed sim-
ultaneous recordings from the soma and distal dendrites of CA1
neurons (n ¼ 6; beyond 300 mm from the soma). Regenerative
events were recorded in the dendrites during theta-burst stimu-
lation of SLM (Fig. 3A). The largest of these events triggered somatic
action potentials under normal conditions, but smaller events failed
to trigger action potentials (Fig. 3A, a). When TTX was applied
locally to the soma and proximal dendrites, dendritic spikes were
always much larger than the correlated events in the soma (Fig. 3A,

 

  

  

Figure 2 LTP at distal synapses requires voltage-gated calcium channels and NMDA

receptors. a, Normalized EPSP amplitude in response to SLM stimulation before and after

theta-burst stimulus under different pharmacological conditions. Action potentials were

always suppressed with proximal TTX application. Conditions: control (proximal TTX

alone), NMDA receptor (NMDAR) blockade with 50 mM AP-5 and 20 mM MK-801,

blockade of T- and L-type calcium channels (VGCC) with 50 mM NiCl2 and 10 mM

nimodipine, and combined block of both NMDA receptors and T- and L-type calcium

channels. b, Potentiation ratios induced by theta-burst stimuli applied to SLM in the

different pharmacological conditions (asterisk, P , 0.05; the number of experiments for

each condition is indicated for each bar). c, Magnitude of LTP is correlated with the

amplitude of the theta-burst stimulus response at the soma (r ¼ 0.62; P , 0.0001).

Symbols indicate cells where dendritic spikes were (filled) or were not (open) observed at

the soma. d, Magnitude of LTP is not correlated with the amplitude of the baseline EPSP

over a range spanning 2–4 mV (r ¼ 20.03). Symbols as in c. e, Examples of theta-burst

stimulus responses in the different pharmacological conditions. Spikes are apparent in all

conditions except the combined NMDA receptor and calcium channel blockers.

f, Magnitude of LTP is significantly greater in cells exhibiting dendritic spikes recorded at

the soma as compared to those without visible dendritic spikes (P , 1026).
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b)15,17,23. These double recordings show that the small regenerative
events recorded in the soma correspond to larger, dendritically
generated events that propagate poorly toward the soma. The
correlation between these regenerative events and LTP strongly
suggests that dendritic spikes contribute to LTP induction (Fig.
2c, d and f). Furthermore, dendritic spikes were sometimes present
even when the somatic recording showed no obvious signs of
regenerative activity. Such events may contribute to the LTP that
was sometimes observed when no dendritic spikes were apparent in
the somatic recording (Fig. 2c, d and f).

The contribution of dendritic spikes to distal dendritic depolar-
ization and calcium entry was studied further using calcium
imaging experiments. We compared the amplitude of distal den-
dritic calcium transients in SLM produced by a single burst of EPSPs
just below and just above threshold for dendritic spikes detected at
the soma (Fig. 3B, a–c). Despite the fact that these EPSPs were
almost identical before the dendritic spike (Fig. 3B, b), the average
calcium transient elicited with dendritic spikes apparent at the soma

was 2.63 ^ 0.45 times that without dendritic spikes (n ¼ 6 cells;
range 1.47–4.25; Fig. 3B, c). In contrast to the large calcium
transients evoked by dendritic spikes, triplets of backpropagating
action potentials did not evoke calcium transients above the noise in
the distal dendrites of any of the five cells tested (for example, Fig.
3B, c). These findings suggest that large, dendritically initiated
spikes produce much greater depolarization and calcium entry in
distal CA1 dendrites than synaptic potentials (either alone or
possibly with smaller dendritic spikes not detected at the soma)
or backpropagating action potentials.

Taken together, our results strongly implicate dendritically gen-
erated spikes as key events in the induction of LTP at distal synapses
on CA1 neurons, where action potential backpropagation is limited
and does not affect LTP. We asked further whether dendritic spikes
could also induce LTP at more proximal synapses on CA1 neurons.
To test this idea, we induced LTP by stimulating SR strongly during
the theta bursts while applying TTX onto the axon, soma, and
proximal dendrite to prevent action potential initiation during
theta-burst stimulation. Robust LTP was observed under these
conditions, and regenerative activity clearly had its origin in the
dendrite (n ¼ 4, Fig. 4).

Voltage-gated calcium channels and NMDA receptors act syner-
gistically to induce LTP during theta-burst stimulation (Fig. 2; see
also ref. 6). This can be attributed to the ability of each of these
channels to produce depolarization and voltage-dependent calcium
influx24. The occurrence of LTP in the presence of NMDA receptor
antagonists suggests that NMDA receptor activation facilitates this
form of LTP, but is not required. The persistence of dendritic spikes
and LTP during partial block of voltage-gated calcium channels
suggests that the sodium channels and unblocked calcium channels
can act together with AMPA (a-amino-3-hydroxy-5-methyl-4-iso-
xazole propionic acid) and NMDA receptor activation to induce
LTP. NMDA receptor activation may also contribute to the dendritic
spikes that enhance LTP25.

 

Figure 3 Large theta-burst responses and distal calcium influx are associated with

dendritic spikes. A,a, Theta-burst responses recorded simultaneously at the soma and

distal dendrite. Dendritic spikes (asterisks) appeared highly attenuated at the soma, and

were variably coupled to action potential initiation in the axon. A,b, Proximal application of

TTX blocked somatic action potentials without affecting dendritic spikes (asterisks) or

synaptic potentials. Small spikes at the soma correspond to much larger spikes in the

dendrites. B,a, Reconstruction of biocytin-labelled neuron used for calcium imaging.

Calcium transients were imaged in the SLM, 430 mm from the soma. For clarity, the box

indicating the region of interest (ROI) is exaggerated in size. Dotted line indicates the SR/

SLM border. Scale bar, 50 mm. B,b, The cell was stimulated either with 50 Hz triplets of

action potentials (dotted trace) or with single burst synaptic stimuli evoked at intensities

just below (thin trace) and above threshold (thick trace) for dendritic spike initiation

(detected in the somatic recording as a small spikelet, arrow). B,c, Calcium influx

(reported by the relative fluorescence change, DF /F ) in SLM during the three stimuli

shown in B,b. Dendritic spikes were associated with large calcium transients (DF /F, see

Methods), whereas backpropagating action potentials and subthreshold theta-burst

responses were associated with smaller calcium accumulations.

Figure 4 Dendritic spikes contribute to LTP induction at stratum radiatum (SR) synapses.

a, Experimental configuration. Responses to SR stimulation were recorded in the

dendrites and soma. TTX was applied near the soma during theta-burst stimulation.

b, Examples of dendritic spikes in response to theta-burst stimulation in SR. Dendritic

spikes are strongly attenuated at the soma. c, LTP induction at SR synapses can

occur independently of backpropagating action potentials. EPSPs measured

simultaneously in the dendrite (filled circles) and soma (open circles) before and after

theta-burst stimulation in the presence of somatic TTX. d, Summary data of dendritic

EPSP amplitudes in LTP experiments where backpropagating action potentials were

blocked (n ¼ 4).
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Our findings reveal an important function of dendritically
generated spikes. Although these events may contribute to action
potential initiation in the axon, their propagation from the den-
drites to the soma is limited, both in vitro and in vivo9,14–18,
suggesting that they may also serve a local function in dendrites.
Our data suggest that dendritic spikes can provide the depolariz-
ation and calcium entry required for LTP. Although backpropagat-
ing action potentials had no effect on theta-burst-induced LTP at
SLM synapses, they may be important at these synapses under other
conditions. For example, backpropagating action potentials may
alter the threshold for dendritic spikes and the extent of their
propagation within the dendritic tree26.

Although we used somatic TTX application or hyperpolarization
to prevent action potential initiation and backpropagation during
theta-burst stimulation, a similar situation may occur in vivo if
the soma is inhibited while the dendrites are excited. Indeed,
during hippocampal theta rhythm the distal dendrites are excited
by glutamate-mediated synaptic potentials, which can trigger
dendritic spikes, at a time when the soma is inhibited by GABA-
(g-aminobutyric acid) mediated synaptic potentials16,27. Dendritic
inhibition may also influence dendritic spikes and LTP. Inhibition
that arrives concurrently with excitation would limit dendritic
spikes28, whereas inhibition that arrives before an excitatory input
could enhance dendritic spikes by removing inactivation of sodium
and calcium channels.

The existence of a form of LTP that does not require action
potential output via the axon has implications for plasticity rules
and the cellular mechanisms of learning. Whereas synapses located
anywhere in the dendrites can cooperate to produce action poten-
tials in the axon and backpropagation-induced LTP, only spatially
co-localized synapses are expected to cooperate to produce den-
dritic-spike-induced LTP. Also, although backpropagating action
potentials invade much of the dendritic tree10, the spread of
dendritic spikes is more limited15,17,19, implying that dendritic spikes
will induce LTP at synapses within smaller dendritic domains. The
implementation of cooperative LTP2–5 via dendritic spikes may
therefore lead to the selection of clusters of effective synapses in
dendritic domains or branches, a property of dendritic integration
that has been proposed to increase the computational power and
memory capacity of some neural systems29,30. A

Methods
Hippocampal slice preparation
Transverse hippocampal slices (300 mm) were made from 5–9-week-old Wistar rats as
described previously15. Dissection and slicing were performed in ice cold, oxygenated
(bubbled with 95% O2, 5% CO2) artificial cerebrospinal fluid (ACSF), containing (in
mM): 125 NaCl, 2.5 KCl, 2 CaCl2, 1 MgCl2, 25 NaHCO3, 1.25 NaH2PO4, 25 glucose. Slices
were incubated for 30 min in a holding chamber at 35 8C and then stored at room
temperature for at least 30 min. Individual slices were then transferred to a submerged
recording chamber perfused with ACSF at 35 ^ 2 8C. Neurons were visualized with
differential interference contrast optics. Synaptic stimulation was achieved with a
relatively large (,20 mm diameter) patch pipette connected to a stimulus isolator (Axon
Instruments), and placed at least 1 mm from the recorded cell either in SLM or the distal
third of SR. All experiments were performed in the presence of the GABAA and GABAB

receptor antagonists SR95531 (4 mM) and CGP55845A (1 mM), which facilitated
activation of dendritic spikes and induction of LTP4,15,17. Dendritic spikes could also be
elicited with half-maximal block of GABA-mediated transmission (0.44 mM SR95531 and
6 nM CGP55845A), but plasticity was difficult to study owing to contamination of the
postsynaptic potential by direct activation of GABA-containing axons (see Supplementary
Information).

Electrophysiology
Whole-cell current-clamp recordings were made from cells in conjunction with bridge
amplifiers (Dagan BVC-700). Patch-clamp electrodes were fire-polished and filled with
intracellular solution containing (in mM): potassium gluconate 115, KCl 20, sodium
phosphocreatine 10, HEPES 10, MgATP 2, NaGTP 0.3, and 0.1% biocytin for subsequent
determination of morphology. Electrode resistance in the bath ranged from 2–4 MQ for
somatic and 7–10 MQ for dendritic pipettes, and series resistance ranged from 9 to 50 MQ.
Electrophysiological traces were digitized via an ITC 16 or ITC18 digital–analog converter
(Instrutech) under control of macros custom programmed in IGOR Pro (Wavemetrics).

For LTP experiments, EPSP amplitude was monitored using 0.1-Hz synaptic
stimulation. LTP was induced using a theta-burst pairing protocol (Fig. 1). When

noted, 5 mM TTX þ 0.1% Fast Green dissolved in ACSF was pressure-applied through a
patch pipette to the proximal apical dendrite and soma under visual guidance to prevent
axonal action potential generation. All other drugs were bath-applied, and present
throughout the entire experiment.

Calcium imaging
In calcium imaging experiments, cells were filled with 150 mM calcium green-1 (Molecular
Probes) via the recording electrode for at least 30 min, and excited at 480 nm wavelength.
Fluorescence was averaged from small dendritic regions of interest in the SLM
(,3 £ 10 mm, viewed at 160£), filtered at 535 nm wavelength, and collected with a frame-
transfer, cooled CCD camera (EBFT512; Roper Scientific) under the control of custom
macros programmed using IGOR Pro. Time-dependent fluorescence changes were
background subtracted, and then calculated as DF/F, where DF is the time-dependent
changes in fluorescence and F is the resting fluorescence. All responses were averages of
several trials with a single burst of EPSPs repeated at low frequency (,0.1 Hz). Multiple
bursts at theta frequency always evoked larger responses, indicating that the dye was never
saturated by a single-burst response.

Data analysis
Analysis of electrophysiology and imaging data was performed using IGOR Pro Software
and statistical tests were performed using Excel software (Microsoft). Statistical analysis of
multi-group data was performed using a single-factor analysis of variance. When there was
a significant difference between the groups, Tukey’s multiple comparison tests were
performed to determine the level of significance for each pairwise comparison. All
measurements are presented as mean ^ s.e.m.
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The extent of gene regulation in cell differentiation is poorly
understood. We previously used saturation mutagenesis to ident-
ify 18 genes that are needed for the development and function of a
single type of sensory neuron—the touch receptor neuron for
gentle touch in Caenorhabditis elegans1,2. One of these genes,
mec-3, encodes a transcription factor that controls touch receptor
differentiation3,4. By culturing and isolating wild-type and mec-3
mutant cells from embryos and applying their amplified RNA to
DNA microarrays, here we have identified genes that are known
to be expressed in touch receptors, a previously uncloned gene
(mec-17) that is needed for maintaining touch receptor differen-
tiation2,5, and more than 50 previously unknown mec-3-depen-
dent genes. These genes are randomly distributed in the genome
and under-represented both for genes that are co-expressed in
operons and for multiple members of gene families. Using
regions 5

0
of the start codon of the first 20 genes, we have also

identified an over-represented heptanucleotide, AATGCAT, that
is needed for the expression of touch receptor genes6.

Through mutagenesis screens for touch-insensitive mutants1,2,
we previously identified mec-3, mec-17 and eight mec-3-dependent
genes that are needed for the function of the six touch receptor
neurons (refs 7, 8; and G. Gu, L. Emtage and M.C., unpublished
data). Those screens identified several alleles for each of these genes
(except mec-17) and were therefore at or near saturation; however,
they would not have identified genes whose activity is redundant,
subtle or pleiotropic, or genes whose loss produces touch-super-
sensitive animals.

Because adult animals contain roughly 3,000 nuclei but only six
touch receptor neurons, the identification of differences in RNA
from animals with and without these cells on DNA microarrays has
an inherent problem of sensitivity. Indeed, we could not identify any

touch receptor genes using RNA from wild-type and mec-3 mutant
animals on DNA microarrays (data not shown). We therefore
obtained and cultured wild-type and mec-3 mutant cells from
embryos, isolated touch receptors by cell sorting, and amplified
RNA from the isolated cells. We identified the cells by green
fluorescent protein (GFP) fluorescence, which was expressed either
from the promoter for mec-18, a touch-receptor-specific gene, in
wild-type embryonic touch receptors (ALML/R and PLML/R), or
from the mec-3 promoter, which is specific to touch receptors and
two other neurons (FLPL/R) in the embryo4, for mec-3 mutant cells.
Both promoters are expressed after the touch receptors are generated.

When initially dissociated, embryos produced a few faintly
fluorescent cells. When cultured overnight, however, more cells
(0.3–0.6%) elaborated processes and had intense GFP fluorescence.
These GFP-positive cells, which were presumably generated and/or
differentiated in culture, were similar in morphology (Fig. 1a) and
gene expression (Fig. 1b and Table 1) to in vivo touch receptor
neurons. The wild-type cultured cells were usually monopolar with
a single long process or bipolar with a smaller second process at 1808

from the first, in other words, they were similar to in vivo ALM or
PLM cells, respectively. In contrast, the mec-3 cells were bipolar or
multipolar with smaller processes that branched more randomly.

To characterize gene expression in wild-type and mutant touch
receptors, we isolated the cells by size, viability and GFP fluor-
escence intensity using fluorescence-activated cell sorting. A typical
sorting produced 4 £ 106 cells, 40–60% of which were GFP positive
(,100-fold enrichment). From these cells, we obtained about
100 pg of poly(A)þ RNA, which was amplified linearly by roughly
one million times. All nine known mec-3-dependent mec genes were
expressed at much higher levels in wild-type cells than in mec-3 cells
(Fig. 1b and Table 1). (mec-3 is least differentially expressed
probably because of its autoregulation; its expression declines in
mec-3 mutants as animals mature4; therefore, the reduction of mec-3
messenger RNA in embryonic cells was probably not complete.)
These results show that the differentiated touch receptors in culture
express mec-3-dependent genes and that linear amplification can
successfully amplify the corresponding RNAs.

To identify mec-3-dependent genes, we hybridized RNA from
sorted wild-type cells and mec-3 cells to genomic DNA microarrays
containing DNA for 17,817 of the 18,967 known or predicted C.
elegans genes9. Three sets of independently prepared RNA samples
from mutant and wild-type touch receptors were each hybridized
onto two separate arrays. We identified 71 mec-3-dependent candi-

Figure 1 Morphology and gene expression of cultured C. elegans cells. a, A wild-type

(WT) touch receptor neuron and a mec-3 mutant cell after 12 h in culture. Both cells

fluoresce because of expressed GFP. The wild-type cell has a single neurite, whereas the

mec-3 cell has several shorter neurites. b, Northern analyses of amplified RNA from sorted

wild-type touch receptors (W1 and W2), sorted mec-3 mutant cells (M1 and M2), and

unsorted wild-type cells (U). Samples were probed with cDNAs for the indicated genes.‡ Present address: Aventis Pharmaceuticals, 1041 Rt. 202-206, Bridgewater, New Jersey 08807-0800, USA.
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