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Our approach
How are tree trajectories generated? Infinite 2D Grid Task

Problem Formulation: We want to find a tractable approximation to BAMDP's optimal policy
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