A normative theory of approach-avoidance conflicts during dynamic foraging in humans
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The Task

Transform an animal paradigm to study approach-avoidance issues in humans. Methodology: Fitting
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e Study behavior models for risk approach-avoidance in humans.
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