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Abstract
Bayesian Neural Networks (BNNs) often result
uncalibrated after training, usually tending to-
wards overconfidence. Devising effective cali-
bration methods with low impact in terms of com-
putational complexity is thus of central interest.
In this paper we present calibration methods for
BNNs based on the alpha divergences from In-
formation Geometry. We compare the use of
alpha divergence in training and in calibration,
and we show how the use in calibration provides
better-calibrated uncertainty estimates for specific
choices of alpha and is more efficient especially
for complex network architectures. We empiri-
cally demonstrate the advantages of alpha calibra-
tion in regression problems involving parameter
estimation and inferred correlations between out-
put uncertainties.

1. Introduction
Bayesian neural networks (BNNs) (Hinton & van Camp,
1993) have recently received a great deal of interest due
to their ability of quantifying the uncertainty in the pre-
dicted parameters and provide estimates for the ignorance
of the model. However, current algorithms built to esti-
mate uncertainty in deep neural networks (included BNNs)
often include overconfidence issues that makes them inap-
propriate to be deployed for real-world problems. In the
literature several techniques have been proposed to cali-
brate the network after training such as Platt, vector-matrix
or Temperature scaling (Platt, 1999), and non-parametric
ones like Histogram binning (Zadrozny & Elkan, 2001),
Isotonic regression (Zadrozny & Elkan, 2002), or Beta cali-
bration (Kull et al., 2017) which yields to a well calibrated
networks (Guo et al., 2017). All these methods are post-
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<hortua.orjuela@rist.ro>.

Presented at the ICML 2020 Workshop on Uncertainty and Ro-
bustness in Deep Learning. Copyright 2020 by the author(s).

processing steps i.e., applied after training in order to en-
sure the performance in predictions. Furthermore, existing
methods applied during training are found in (Hortua et al.,
2019; Perreault Levasseur et al., 2017; Gal & Ghahramani,
2016) where by tuning hyper-parameters such as dropout
rate or L2-regularizers provide accurate uncertainties. On
the other hand, an additional source of miscalibration for
BNNs arises due to the approximate methods used for ob-
taining the posterior distribution for the model parameters.
In fact, variational inference (VI) (Graves, 2011b) or expec-
tation propagation (EP) (Minka, 2013) provide the scenario
in which BNNs capture a density close to the exact pos-
terior which carries information about the uncertainty on
the predictions (Minka, 2005). However, the variational
distribution might not match the exact posterior, leading to a
worse predictive distribution and poor uncertainty estimates.
In (Li & Gal, 2017; Minka, 2005; Rodrı́guez Santana &
Hernández-Lobato, 2019; Hernández-Lobato et al., 2015)
alternative divergence choices were included during the op-
timization processes, resulting in improved uncertainty esti-
mates and accuracy compared to the traditional VI (adapted
only at KL divergence). However, it is still not clear what
is the most convenient and reliable way to calibrate BNNs.
Post-processing methods does not calibrate in all cases the
approximate posterior obtained by VI and the calibration
during training could not achieve the state-of-the-art of neu-
ral networks. This paper aims to fill this gap and analyse
the performance of different methods commonly used for
calibration in regression tasks. Additionally, we proposed a
new method which combine most prominent post process-
ing methods along with information geometry to calibrate
BNNs. Applying these methods, we have obtained well-
calibrated networks for specific choices of the α−hyper-
parameter. The proposed methods are straightforward to
implement and efficient also for complex architectures.

2. Background
Given a training dataset D = {(xi,yi)}Di=1 formed by
D couples of features xi ∈ RM and their respective tar-
gets yi ∈ RN , BNNs are defined through a prior p(w) on
the model parameters w and the likelihood of the model
p(y|x,w). Variational Inference (VI) method allows to
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approximate the real posterior by a parametric distribu-
tion q(w|θ) depending on a set of variational parameters θ.
These parameters are adjusted to minimize a certain diver-
gence, usually given by the KullBack-Leibler divergence
between the true posterior (generally intractable) and the
approximate posterior KL(q(w|θ)||p(w|D)). It has been
shown that minimizing this KL divergence is equivalent
to minimizing the following objective function (Graves,
2011a)

LV I = KL(q(w|θ)||p(w))

−
�

(x,y)∈D

�

Ω

q(w|θ) ln p(y|x,w)dw . (1)

Once θ is learned, we can make predictions via Monte Carlo
sampling

qθ̂(y
∗|x∗) ≈ 1

K

K�

k=1

p(y∗|x∗, ŵk) with ŵk ∼ q(w|θ),

(2)
where K is the number of samples and ∗ represents a new
input data for inference. To infer the correlations between
the parameters for regression tasks (Hortua et al., 2019),
we need to predict the full covariance matrix. This re-
quires to produce in output of the last layer of the network
a mean vector µ ∈ RN and the lower triangular Cholesky
decomposition of the covariance matrix Σ ∈ RN(N+1)/2

that represents the aleatoric uncertainty. These will de-
fine the parameters of the Multivariate Gaussian distribu-
tion output of the model, and the negative log-likelihood
NLL ∼ − ln p(y|x,w) can be computed as (Dorta et al.,
2018; Cobb et al., 2019)

NLL ∼ 1

2
log |Σ|+ 1

2
(y − µ)�Σ−1(y − µ). (3)

Recently, extensions to a more rich family of divergences
with the purpose of approximating better the posterior dis-
tribution of the weights has been introduced in (Hernández-
Lobato et al., 2015) and studied in detail in (Rodrı́guez
Santana & Hernández-Lobato, 2019; Li & Gal, 2017). The
Black-box alpha(BB-α) method relies on the energy func-
tion used by power EP method (Minka, 2004) and focuses
on the minimization of the local α-divergences defined as

Dα[p||q] =
1

α(1− α)

�
1−

�
p(x)αq(x)1−αdx

�
, (4)

where α = 0 is used in VI and α = 1.0 is used in EP, while
the case α = 0.5 is known as Hellinger distance and α = 2
is the χ2 distance. In the limit of α/D → 0, the authors
in (Hernández-Lobato et al., 2015; Li & Gal, 2017) arrive
to a generalization of Eq. 1 given by

Lα ≈ KL(q(w|θ)||p(w))

− 1

α

�

(x,y)∈D
ln

�

Ω

q(w|θ)p(y|x,w)αdw , (5)

that allows to optimize a family of divergences depending
from a parameter α, resulting in approximate distributions q
with different properties. We can observe that fixing α = 1,
the per-point predictive log-likelihood logEq [p(yi|xi,w)]
is directly optimised; while for α → 0 and sampling
once, the Eq. 5 reduces to the original stochastic VI loss
function Eq. 1, where the optimization will be focus on
Eq [log p(yi|xi,w)].

3. Related Work
Post-processing calibration techniques can be either para-
metric or non-parametric (Guo et al., 2017). Temperature
Scaling (TS) is often the most effective and simple tech-
nique that improve the calibration. It has been extensively
studied in the literature and some extensions have been de-
veloped recently (Guo et al., 2017; Kull et al., 2017; Levi
et al., 2019; Kuleshov et al., 2018). TS is the simplest ex-
tension of Platt scaling, and for regression tasks (studied
in (Levi et al., 2019)) consists in multiplying the variance
of each predicted distribution by a single scalar parameter
s > 0. We will refer to this method as sTS through the rest
of the paper. The predicted Gaussian distribution N (µ,Σ),
is modified as N (µ, sΣ) and the calibration optimizes the
objective function with respect to the scalar s. The parame-
ters of the network are fixed during this stage, implying that
sTS does not modify the prediction performances since it
is not affecting the µ. Hence, this method is good in cali-
brating aleatoric uncertainties, but might not be suitable for
BNNs in which epistemic uncertainty must also be taken
into account.

4. Proposed calibration methods
We extend the TS method by using the BB-α objective. In-
troducing a lower triangular matrix, L, instead of a single
scalar parameter, leads to an anisotropic scaling. The co-
variance matrix in Eq. 3 is scaled as Σ → L�ΣL, ensuring
the positive semi definite property. This method (hereafter
called TrilTS) has the ability to calibrate not only the pre-
dicted variance but also the principal directions of variations
for the output. Both the presented methods are still not
able to affect the mean output predictions and thus are not
able to calibrate epistemic uncertainties in a Bayesian set-
ting. An alternative is to perform the network calibration
by fine-tuning the last output layer with the alpha diver-
gence (after the network has been trained with standard KL).
Additionally, the LL method can be aided in the optimiza-
tion by additionally using either a scalar (sLL) or a lower
triangular (TrilLL) temperature parameter. We can also
consider retraining only the weights related to the inferred
means, which ultimately are the one affecting epistemic
uncertainty. We will refer to this method LLµ. Again, it can
be implemented with the scalar (sLLmean) or matrix (Tril-
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LLmean) parameter. These methods make trying several
values of alpha more efficient since fine-tuning the last layer
is much cheaper than re-training the full network, especially
for complex architectures.

5. Experimental Set Up
Dataset: We generated 50.000 images related to the Cos-
mic Microwave Background (CMB) maps projected in
20 × 20deg2 patches in the sky using the script described
in (Hortua et al., 2019). These images have size of
(256,256,3) and each image corresponds to a specific set
value of three parameters. They are split in 70% for training,
10% for validation and the rest for testing.
Architecture: All the networks are implemented using Ten-
sorFlow 1 and TensorFlow-Probability 2. We used a mod-
ified version of the VGG architecture with 5 VGG blocks
(each made by two Conv2D layers and one max pooling)
and channels size [32, 32, 32, 32, 64]. Kernel size is fixed to
3×3 and activation function used is LeakyReLU (α = −0.3)
following by a batch renormalization layer. We used the
Flipout method, assuming in Eq. 1 a Gaussian distribution
over the weights for both prior and posterior, and providing
an efficient way to draw pseudo-independent weights for
different elements in a single batch (Wen et al., 2018).
Evaluation Metrics: In order to quantify the performance
of the networks, we computed the predicted interval cover-
age probabilities displayed in the the reliability diagrams
(see Appendix A.1), and the coefficient of determination

R2 = 1−
�

i(µ̄(xi)− yi)
2

�
i(yi − ȳ)2

, (6)

where µ̄(xi) are the predicted values of the trained BNN,
ȳ is the average of the true parameters and the summations
are performed over the entire test set. R2 ranges from 0 to
1, where 1 represents perfect inference. Thus, the coverage
probabilities (and the test NLL) allow to evaluating the
fidelity of posterior approximations, while R2 measures
the accuracy of the regression model. We will use Beta
calibration (Kull et al., 2017) as a baseline to compare the
standard calibration methods with respect to our approaches,
hereafter referred as β-BNN.

6. Results
We start by evaluating the performance of BB-α on Bayesian
neural networks employing Flipout to sample from the Gaus-
sian distributions over the weights (Wen et al., 2018). We
consider α ∈ [−2, 3]. We summarise accuracy in the uncer-
tainties through the reliability diagrams displayed in Fig. 1.
Even extending the range of α, we observe that we cannot

1https://www.tensorflow.org/
2https://www.tensorflow.org/probability

obtain calibrated BNNs during training. Large α−values
mitigate the problem (although we will see that too large
values tend to produce numerical instabilities), but no value
of alpha can calibrate the network during training.

Figure 1. Reliability diagrams for BNNs using different α-values
without taking any post-process calibration technique.

Figure 2. Area between different calibration methods and perfectly
calibrated networks. The perfect calibration model corresponds to
the α-values where occur the intersection of the curves with the
solid black line.

In Fig. 2 we report calibration experiments with alpha di-
vergences of the BNN previously trained with standard
KL. This figure shows the area between the miscalibrated
and perfect calibrated network, where the horizontal black
line corresponds to a perfect calibration. As previously ob-
served, the BNNs trained with different alpha divergences
do not intersect the black line, i.e. they will not produce
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calibrated uncertainties. In contrast, all the proposed tech-
niques demonstrate good calibration for some range of alpha
around 1, α ∈ [1, 1.5]. This result is consistent with the test
NLL measures displayed in Fig. 3, where the values which
comes from the post processing methods outperform the
ones obtained by the trained BNNs. Moreover, we can ob-

Figure 3. Test NLL of BB-α for both the trained BNN model, and
after its post-process calibration.

serve that LastLayer (LL) usually outperform β-BNN, and
both LastLayermean (LLµ) and Temperature Scaling(TS)
in terms of this metric (parameter estimation can be seen in
Appendix A.2). Additionally, the NLL achieves a minimum
value around α ≈ 1 where the network is adequately cali-
brated. The coefficient of determination R2 is displayed in
Fig. 4. Note that the ability of BNNs to predict the correct
outcomes becomes higher for negative α which turns out
to be opposite to the NLL behavior. These results are in
agreement with (Rodrı́guez Santana & Hernández-Lobato,
2019), where they report that the choice of α depends on
the metric we are most interested in, i.e., when α ≈ 1, the
optimization gives more attention to the NLL resulting in a
more accurate predictive distribution, while negative α’s fo-
cus more on the minimization of the error for predicting the
data. Finally, Fig 5 displays the effect of α on the epistemic
uncertainty. As discussed in the previous section TS alone
is not able to affect epistemic uncertainty and thus sTS and
TrilTS are flat and overlapping. Left aside TS, the epistemic
increases with the value of α for all methods. Positive α val-
ues tends to cover the entire true posterior, which translate
into increasing the variance and hence the epistemic uncer-
tainty. Conversely, negatives α produce smaller epistemic
values because the approximate posterior favours the local
modes in the true posterior implying less variance. This
behaviour of the alpha divergence has been already pointed
out in (Minka, 2005).

Figure 4. Test R2 of BB-α for both the trained BNN model, and
after its post-process calibration.

Figure 5. Epistemic uncertainty behavior in post-process calibra-
tion scenario.

7. Conclusions
In this paper we have presented an extension of temperature
scaling method combined with the use of alpha divergences
as a set of calibration techniques for BNNs in regression
problems, which improves the performance of the networks
both in terms of accurate uncertainties and coefficient of
determination R2. This approach outperforms the use of
alpha divergence in training both without and with beta
calibration. Future work will investigate the application of
our approach in standard UCI datasets both for regression
and classification tasks.
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A. Supplemental Materials
A.1. Reliability Diagrams

Reliability diagrams are visual representations of model cal-
ibration (Guo et al., 2017). In our case we generate these
diagrams by plotting the predicted interval coverage proba-
bilities of the test set. The coverage probabilities are defined
as the x% of samples for which the true value of the param-
eters falls in the x%-confidence intervals. If the model is
perfectly calibrated, then the diagram should plot the iden-
tity function, and any deviation from the identity represents
miscalibration. For models that produce an approximately
Gaussian joint distribution (higher-order statistical moments
are very close to zero), one can assume that the predictive
distribution obey to a multivariate Gaussian distributions
whose confidence region can be computed by

C ≥ (y − ŷ)�Σ−1(y − ŷ), (7)

which is basically an ellipsoidal confidence set with cove-
rage probability 1− γ. The quantity C has the Hotelling’s
T-squared distribution T 2

k,D−k(1 − γ)/D, with k degrees
of freedom, being D the number of samples (Hortua et al.,
2019). In case of unimodal models (not necessarily Gaus-
sian), we can follow the method used in (Perreault Levasseur
et al., 2017) where we can generate a histogram from binned
samples drawn from the posterior. Since this histogram is
expected to be unimodal, we can compute the interval that
contains the (100α)% of the samples around the mode, with
α ∈ [0, 1].

A.2. Parameter model constraints

Figure 6. Constraints on parameters of the model from the best
calibration approaches. Contours contain 68% and 95% of the
probability. The dashed lines represent the true value for an exam-
ple in the test dataset.

A.3. Reliability diagram for a proposal

Figure 7. Reliability diagrams for different α-values using the
TrilLL approach.


