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Abstract
Data scarcity is a major barrier for multilingual
question answering: current systems work well
with languages such as English where data is af-
fluent, but face challenges with small corpora. As
data labelling is expensive, previous works have
resorted to pre-tuning systems on larger multi-
lingual corpora followed by fine-tuning on the
smaller ones. Instead of curating and labelling
large corpora, we demonstrate a data efficient
multi-lingual question answering system which
only selects uncertain questions for labelling, re-
ducing labelling efforts and costs. To realise this
Bayesian active learning framework, we develop
methodology to quantify uncertainty in several
state-of-art attention-based Transfer question an-
swering models. We then propose an uncertainty
measure based on the variance of BLEU scores,
and computed via Monte Carlo Dropout, to detect
out-of-distribution questions. We finish by show-
ing the effectiveness of our uncertainty measures
in various out-of-distribution question answering
settings.

1. Introduction
Question Answering (QA) is a central task in Natural Lan-
guage Processing (NLP), and has attracted tremendous at-
tention from researchers in different fields such as statis-
tics (Berger et al., 2000) and physics (Abdi et al., 2018).
While there has been significant improvement of QA sys-
tems in rich-resource languages such as English (Zhang
et al., 2020; Lan et al., 2019), the development of QA
in low-resource languages remain scarce, mainly due to
data scarcity and the highly effort-demanding process of
labelling QA data in such languages. Due to such barri-
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ers, multilingual transfer learning appears as a feasible
approach to reducing the amount of data needed in the low-
resource target language. In this approach, one fine-tunes
a QA model that is pre-trained in a rich-resource language
using a smaller dataset in target languages. However, it is
still desirable that the amount of data needed in the target
language is minimised.

Active learning methods are designed to reduce the amount
of labelled data needed by only labelling the data that is
considered more informative by the model. Therefore, The
key to the performance of an active learning algorithm is
the mechanism of measuring how informative a data in-
stance is. Most of the existing works resort to seeing the
data considered more uncertain by the model as being more
informative. While various data uncertainty measurements
have been developed in lots of areas (Liu et al., 2020; Yan
et al., 2016), to the best of our knowledge the corresponding
uncertainty meausure in QA remains scarce. In this work,
we propose a modified Monte Carlo Dropout BLEU (a ma-
chine translation evaluation metric) variance uncertainty
metric and demonstrate a data-efficient active learning strat-
egy based on our proposed uncertainty metric. Such active
learning approach is deployed in the multilingual transfer
learning process to reduce the amount of QA data needed in
the target language.

To justify our proposed metric, we use it to detect out-of-
distribution samples, assuming the same language samples
from the same distribution. Concretely, let input context-
question pair x ∈ X and an answer y ∈ Y be random
variables that follow a joint data distribution Pin(x, y) (e.g.
English data distribution). In addition, let Pout(x, y) denote
a data distribution that is different from Pin(x, y) (e.g. a
German data distribution). Assuming that we have trained
our model on a dataset drawn from Pin(x, y), given a new
sample x′, we want to determine whether x′ is from Pin(x)
or Pout(x). This can be done by evaluating the uncertainty
of the trained model on x′, and we find that our proposed un-
certainty measure can clearly detect out-of-distribution data
by assigning high uncertainties to samples from languages
that are different from the training language.

The existing body of research on QA suggests that the Trans-
former (Vaswani et al., 2017) based pre-training methods
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such as BERT (Devlin et al., 2018) and ALBERT (Lan et al.,
2019) are effective for improving model accuracy and ro-
bustness. Therefore, we study the properties of our proposed
uncertainty measure on state-of-the-art Transformer-based
transfer learning QA models.

To the best of our knowledge, this is the first attempt to study
Dropout-based uncertainty measure and the corresponding
active learning application for QA. Precisely, we make the
following contributions:

1. We propose several uncertainty metrics and use them
to detect the out-of-training-distribution data.

2. We investigate the latent factors that have effects on
uncertainty.

3. We integrate the uncertainty metrics we proposed as a
sample selection strategy with active learning, and find
our metric brings about 10% data efficiency improve-
ment.

2. Background and Related work
Our work builds on top of (Gal & Ghahramani, 2016; Xiao
et al., 2020; Liu et al., 2020). Although we mentioned in the
preceding argument that there are many barriers that prevent
us from obtaining uncertainty, instead of using the tradi-
tional Bayesian approaches to calculate model uncertainty
which comes with a prohibitive computational cost, Gal &
Ghahramani (2016) developed a new theoretical framework
that uses Dropout (Srivastava et al., 2014) training in deep
neural networks as an approximation of Bayesian inference
in deep Gaussian processes, which is easily deployed and
leads to practical uncertainty estimation.

Xiao et al. (2020) developed a measure of uncertainty de-
signed specifically for long sequences of discrete random
variables to detect out-of-training-distribution sentences in
Neural Machine Translation, solving a major intractabil-
ity in the naive application of existing approaches on long
sentences. They analysed the BLEU score (Papineni et al.,
2002), a method for the automatic evaluation of machine
translation models, and concluded that the BLEU score
variance:

EθEy,y′∼pθ(y|x) [1− BLEU(y, y′)]
2 (1)

produces a substantial improvement in separating in-
distribution and out-of-distribution sentences. In Eq. (1),
p denotes the translation model, θ denotes the model pa-
rameters, x denotes the input and y, y′ denote different
output samples respectively. In this work, we generalise the
approach in Xiao et al. (2020) to QA, and propose some
modifications to make the uncertainty metric work well on
the short sentence.

There is a large body of research on active learning, and Liu
et al. (2020) proposes an uncertainty-based active learning
strategy called Lowest Token Probability (LTP) on BERT-
CRF model and shows that the this method performs better
than other strategies on both token-level F1 and sentence-
level accuracy. Our work is similar to this but instead of
obtaining uncertainty by conditional random field, we di-
rectly use the sample uncertainty generated by MC Dropout.

3. Methods
In this section we first introduce the uncertainty metrics we
intend to investigate, providing theoretical background and
implementation details, then our investigation approach is
described at high-level.

3.1. Uncertainty Metrics

3.1.1. DETERMINISTIC SEQUENCE PROBABILITY

For each context-question pair x we assign uncertainty by
the probability of chosen y (answer), the answer generated
by a BERT-based model given the input x as follows.

DSP = log [p(y|x)] (2)

This metric is deterministic because once we have trained
a model, the corresponding probability of chosen y with
given x is determined (in the evaluation stage). Unlike in
machine translation case as mentioned in Xiao et al. (2020),
we do not penalise the sequence length because here we
find the correct answer span that only need to calculate the
probability of start and end position.

3.1.2. MC-DROPOUT SEQUENCE PROBABILITY

We assign uncertainty to input x by:

MCSP = logEθ∼q(θ) [pθ(y|x)] (3)

where q denotes the distribution of parameters. But in prac-
tice, we use the Monte Carlo Dropout and take N iterations
to estimate the corresponding expectation.

MCSP = log

(∑N
i=1 pθi(y|x)

N

)
(4)

3.1.3. MC-DROPOUT SEQUENCE PROBABILITY
VARIANCE

For this metric, instead of calculating the expectation value
of MC sequence probability, we calculate their variance.

MC-VAR = log
[
Vθ∼q(θ)pθ(y|x)

]
(5)
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Table 1. F1 of our trained baseline models/models trained in the
MLQA paper on MLQA test set. For BERT, we used BERT-base
while the authors (Lewis et al., 2019) trained BERT-large.

en de zh
m-BERT 77.4/77.7 58.1/57.9 57.7/57.5

BERT 75.3/80.0 -/- -/-
ALBERT 69.4/- -/- -/-

3.1.4. MC-DROPOUT BLEU SCORE VARIANCE

BLEU is the geometric mean of n-gram precision that is
scaled by a brevity penalty to prevent very short sentences
with little matching words from being given inappropriately
high scores, and the standard BLEU score used for machine
translation evaluation (BLEU: 4) is only really meaningful
at the corpus level, since any sentence that does not have at
least one 4-gram match will be given a score of 0. Since in
QA there are many short answers, we propose a modified
metric of MC-BLEU-VAR:

EθEy,y′∼pθ(y|x) [1− BLEU(y, y′)]
2 (6)

as

MC-BLEU-VAR =

N∑
i=1

N∑
j 6=i

(1−MBLEUij)2 (7)

Where MBLEUij denotes modified-BLEU and is defined
as follows.{

B(dθi(x), dθj (x)), l(dθi(x)) ≥ 4 or l(dθj (x)) ≥ 4

F1(dθi(x), dθj (x)), otherwise
(8)

Where B(x, y) denotes the BLEU score of x and y; l(x)
denotes the length of x; F1(x, y) denotes F1 score of x
and y; dθj (x) denotes the decode sequence of parameter θj
which is generated from j-th MC iteration.

4. Experiments
We will refer to the four uncertainty metrics introduced
in Section 3, i.e. deterministic sequence probability, MC-
Dropout sequence probability, MC-Dropout sequence prob-
ability variance and MC-Dropout BLEU score variance
as DSP, MCSP, MC-VAR and MC-BLEU-VAR respec-
tively.

4.1. Comparison of Uncertainty Metrics

The settings of this experiment are that we have a pre-
trained language model that has been fine-tuned on En-
glish QA using SQuAD v1.1 that we denote as M , and we

also have a test set E (English, or en) that is expected to
be in-distribution and a test set L expected to be out-of-
distribution, each of size N . We then evaluate the uncer-
tainties of these test sets (E and L) under M using different
metrics ρ (DSP, MCSP, MC-VAR and MC-BLEU-VAR
as described in Section 3). With the resulting lists contain-
ing ρ scores of each instance in E and L, we finally carry
out two types of analysis for the uncertainty results:

1. Variation of F1 score on the test set as we gradually
remove the most uncertain instances from the test set
according to each ρ.

2. Distribution of each ρ on E and L.

Specifically, we used two languages for L: German (de) and
simplified Chinese (zh), the reason being that de is closer
to en while zh is far more distinct so one might expect a
good out-of-distribution detector to yield slightly different
uncertainty results for de and zh, although both should be
detected as out-of-distribution. We chose each test set to
have a size N ≈ 5000, simply because the MLQA dataset
contains in total 5029 QA instances in de, even though there
are more for en and zh. For en and zh, we randomly sampled
about 5000 QA instances from MLQA dataset.

In terms of models, we experimented with M in each of
BERT-base (BERT), multi-BERT-base (m-BERT) (Devlin
et al., 2018), and ALBERT (Lan et al., 2019). The motiva-
tion for using these models is that while m-BERT has seen
de and zh in its pre-training stage, the other two models
have never seen those two languages. Therefore, the degree
to which de and zh are out-of-distribution should be sim-
ilar for BERT and ALBERT, but they should appear less
out-of-distribution for m-BERT.

4.2. Analysis of the Best Uncertainty Metric

As the difference between in and out-of-distribution in-
stances is whether they are similar to the training data, we
investigate what factors other than actually being inside
training data contribute to such “similarity”. We first anal-
yse how our uncertainty metrics perform when language
becomes the only difference in different test sets, i.e. when
all other factors, including context, are kept the same.

Furthermore, we fix the language of the test set to en, and
investigate how other factors affect the uncertainty of in-
stances. Based on the result of the previous experiment we
find MC-BLEU-VAR performs the best in detecting out-
of-distribution data, we therefore extract QA instances with
their MC-BLEU-VAR and take a deeper look at them.

We choose the results on BERT model because it showed
the best results for detecting out-of-distribution instances.
One hypothesis we make is that we assume that this metric
represents information about question type, answer length



You Need Only Uncertain Answers: Data Efficient Multilingual Question Answering

Figure 1. Comparisons of uncertainty metrics evaluated on in-distribution en (left), and out-of-distribution de (middle), zh (right) test sets
using m-BERT (top 3), BERT (middle 3), ALBERT (bottom 3). X-axis is (1-fraction of data removed). The detailed discussion shows in
the appendix

and context length, so we generate three features for each
data: answer length, context length, question type (What,
Which, Who, When, How, Other). For answer length and
context length, we calculate their Spearmans correlation
statistics with MC-BLEU-VAR score, and we use Analysis
of Variance (ANOVA) table to show the relationship be-
tween question type and MC-BLEU-VAR score. We also
check the corresponding answer type for each instance and
do analysis.

4.3. Active Learning

In this experiment we will investigate the performance of
all the uncertainty metrics in active learning. The MLQA
dataset is fully labelled, so we can regard the ground truth
answer as if were the data labeled by the human labelers.
Using uncertainty as sample selection criteria in active learn-
ing, we need to decide whether the model is uncertain about
a prediction: if it is, we will label it and feed it back to the
model as training data. Specifically in this experiment, we
will take the the most uncertain 15% data, and compare with

the most certain 15% and random 15% data of the MLQA
dataset that is sampled in Section 4.1 for each uncertainty
metric from different models and languages as training data,
using the training data excluding all re-training data as the
test set. As such, the test data is the same for all the cases.

It can be seen that DSP, MCSP and MC-BLEU-VAR im-
prove the F1 score most when the models are re-trained with
their highest uncertainty data. The detailed active learning
results and experiment discussion show in the appendix.

5. Conclusion
In this work we have compared four different uncertainty
metrics for detecting out-of-distribution data in the task
of multi-lingual question answering, and our results show
that MC-BLEU-VAR outperforms the others. We further
analysed the factors that contribute to the difference between
in and out-of-distribution data, and found that language is
the key factor. We then proposed a data selection strategy for
active learning based on our developed uncertainty measure,
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and compared it with another well-developed as well as a
random strategy. The results showed that our method was
more effective when selecting out-of-distribution data.
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Appendix

A. Investigation Approach
In order to investigate and compare the ability of the four
uncertainty measures to detect out-of-distribution data, we
firstly evaluate the uncertainties of all instances of a QA
test set according to all four metrics using a pre-trained
transformer-based model that is fine-tuned on the task of
QA in English with the SQuAD v1.1 (Rajpurkar et al., 2016)
dataset. Once we have the evaluation outcomes, we then
assess the quality of uncertainties given by each metric by re-
moving their corresponding most-uncertain instances from
the test set. In principle, if we remove the instances that our
model is indeed uncertain about, the overall performance of
the model on the remaining test set should improve (Xiao
et al., 2020). Therefore, if the uncertainty measurement
given by a metric is sensible, we expect an overall increase
i n test-set F1 score as we remove more uncertain instances
according to that metric. In addition, a good uncertainty
measure should be able to detect test instances from a dis-
tribution that is novel to the model, so the distribution of
uncertainty scores of in and out-of-distribution test data
given by such metrics should be distinct.

We then further assess the metric that is found to be a good
indicator of uncertainty to get some intuition of what the
uncertainties are related to, and we do this by comparing
certain statistics of the high-uncertainty and low-uncertainty
instances. Finally, we explore the feasibility of using our
best uncertainty metric for active learning, with which we
expect to reduce the amount of annotated data needed for
training to achieve certain performance.

B. Dataset
B.1. SQuAD v1.1

In order to prepare models to evaluate our uncertainty met-
rics, we used the Stanford Question Answering Dataset v1.1
(SQuAD v1.1(Rajpurkar et al., 2016)) to fine-tune the pre-
trained language models on the question answering task in
English. The reason for using this dataset for fine-tuning
is that we intend to replicate the models trained in Lewis
et al. (2019), where the authors also used SQuAD v1.1 to
fine-tune pre-trained language models. Training on SQuAD
v1.1 and evaluating our model on the MLQA dataset en-
abled us to use Lewis et al. (2019) as a reference to validate
our training work, as shown in Table 1.

B.2. MLQA dataset

Presented recently in (Lewis et al., 2019), this dataset con-
sists of substantial amount of QA instances mostly parallel
in 7 languages. This parallel feature of this dataset is of
particular interest to our work because it enables us to eas-

Figure 2. distribution of uncertainties for 3 languages

ily compare the uncertainties of the same QA instances
in different languages thus facilitating the analysis of our
uncertainty metrics.

C. Results and Discussion
C.1. Comparison of Uncertainty Metrics

C.1.1. M-BERT

Fig. 2 shows the distribution of the four uncertainty met-
rics evaluated using m-BERT on the 3 languages. It can
be seen that except MC-VAR, all metrics show different
distributions on in-distribution (en) and out-of-distribution
(de,zh) test sets. Specifically, for sequence probabilities (top
2 plots), most of en instances concentrate at far right while
de and zh center at a lower sp values (indicating higher un-
certainty). For MC-BLEU-VAR, although all 3 languages
concentrated at 0, a lot of de and zh results spread to higher
values (meaning higher uncertainty). Therefore, to some
extent, all uncertainty measurements except MC-VAR man-
aged to identify out-of-distribution data. However, such
identification was not obvious, and this is expected because
the m-BERT model “learned” de and zh in its pre-training
stage, so they should not appear as totally out-of-distribution
for m-BERT.

The top 3 plots in Fig. 1 shows how the performance of
our m-BERT varies as we remove certain percentage of
uncertain test data according to the four metrics. It should
be noted that the very left part of the plots are of less interests
because the test set is too small there so the resulting F1
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score can be noisy. It is clear that if we remove uncertain
data according to all of the metrics except MC-VAR, the
performance is improved, indicating that those metrics did
capture uncertainties as expected. It is also noted in these
plots that the zero-shot performance of m-BERT on German
and Chinese QA was not much worse than English, and
we reckon this the beneficial outcome of multi-lingual pre-
training of m-BERT, enabling it to grasp knowledge of many
languages.

C.1.2. BERT

For a model that has never seen de and zh, MC-BLEU-VAR
was able to detect these out-of-distribution test instances
very well, as shown in bottom right plot of Fig. 4 . Regarding
MC-VAR, although there are more uncertain instances of
de and zh (indicated by farther tailing to the right) than en,
the separation was not as sharp as MC-BLEU-VAR. On the
other hand, the sp (both DSP and MCSP) metrics failed to
identify in and out-of-distribution instances, with en having
higher uncertainty than the other two. In addition, looking
at the distribution of MC-BLEU-VAR (bottom right), it
can be seen that the model is slightly less uncertain about de
than about zh and this is what we expected because de is a
lot closer to en (on which BERT was pre-trained) than zh is.

The middle row of Fig. 1 shows consistent results, with the
F1 score constantly improving when we remove uncertain
instances according to MC-BLEU-VAR. It is also noted
that while the performance of BERT model on never-seen
languages is generally poor, it is slightly better for de than
for zh, and again this might be caused by the similarity
between en and de.

C.1.3. ALBERT

As our ALBERT model, similarly to BERT, has never seen
de and zh, these two languages should appear totally out-
of-distribution to it. Therefore, we should expect simi-
lar results to those of BERT. Fig. 3 appear as expected,
with MC-BLEU-VAR clearly separating the in and out-of-
distribution instances and both sp metrics failing to assign
correct uncertainties. The bottom row of Fig. 1 is consistent
with our analysis, with the performance of the ALBERT
model clearly improving as we take out the most uncer-
tain test instances according to MC-BLEU-VAR. Again,
in terms of both F1 score and out-of-distribution detection
results, the difference between de and zh is consistent with
our expectation.

C.2. Analysis of the Best Uncertainty Metric

In this part we investigate when the context is kept the
same, i.e. when language is the only difference between test
instances, how MC-BLEU-VAR performs. To achieve this
we benefit from the parallel property of MLQA dataset, and

Figure 3. distribution of uncertainties for 3 languages

Table 2. Average MC-BLEU-VAR on each test set for 3
models. In the parenthesis is the difference between average
MC-BLEU-VAR for en and for current language.

en de zh
m-BERT 2.19 2.39 (0.20) 10.00 (7.81)
BERT 7.83 42.03 (34.20) 44.72 (36.89)
ALBERT 5.51 42.44 (36.93) 43.79 (38.28)

form 3 parallel test sets in en, de and zh respectively, each
of size 1000. That is to say, every single QA instance in
one of the three sets has an equivalent in each of the other
two, with the same context but in different language. We
record the average MC-BLEU-VAR score evaluated with
each model on each test set in Table 2.

These results appear generally consistent with our anal-
ysis in Section 4.1. Specifically, for m-BERT the
MC-BLEU-VAR score managed to identify the zh test set
as out-of-distribution, but did not do so well for de which
is much closer to en. Regarding the other two models who
have never seen de and zh, MC-BLEU-VAR successfully
detected the out-of-distribution instances when language is
the only variant. Therefore, adding to our previous results,
we can further conclude that the language is the key fac-
tor in terms of “similarity”, and from the numerical result
we confirm our prior belief the difference between average
MC-BLEU-VAR de and en is smaller, as de and en are
closer in terms of language family.

Table 3 shows the correlations of answer length and context
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Figure 4. distribution of uncertainties for 3 languages

Table 3. Spearmans correlation between answer length, context
length and MC-BLEU-VAR for en language on m-BERT model.

correlation answer length context length
m-BERT 0.164 0.144

length with MC-BLEU-VAR score. As is shown in the ta-
ble, the statistics 0.164 and 0.144 indicate that both answer
length and context length have weak positive dependent
relationship with MC-BLEU-VAR, which means as length
moves, either up or down, the score tends to move in the
same direction. The ANOVA table for question type fea-
ture is shown in Table 5, the p-value 2.62E-08 indicate that
MC-BLEU-VAR are dependent on question types, as we
have enough evidence to reject the hypothesis that question
type is irrelevant with uncertainty. To further check what
kind of question has small score in general, we summarize
each question type with mean, standard deviation in Table 4,
the average score for the “when” question type is signifi-
cantly smaller than the other types while the mean score
for the “other” question type is much larger than the others’
scores.

From Table 3 it is clear that QA instances with shorter an-
swers tend to be assigned lower MC-BLEU-VAR scores,
i.e. lower uncertainty. Checking those short-answer-length
data in the low-score class (corresponding to lower uncer-
tainty), we find almost all questions are asking for an entity
name, a date, a number or a location. In contrast, the ques-
tions of the high score often ask for an explanation or a
description of something, which requires a better context

Table 4. summary of different question types. N stands for total
count of each question type, Mean and SD each stands for the
score of mean and standard deviation.

Q Type N Mean SD
how 640 8.28 13.50
other 410 11.22 15.62
what 2772 10.13 14.93
when 414 5.94 12.19
which 309 11.13 15.46
who 480 9.25 14.03

Table 5. ANOVA table for question type and MC-BLEU-VAR
on m-BERT model.

Sum_sq df F Pr(>F)
Q Type 9.30E+03 5 8.78 2.62E-08
Residual 1.06E+06 5019 - -

comprehension. So we could say this uncertainty metric is
to some extent implicitly related to question difficulty.

C.3. Active Learning

C.3.1. COMPARISON AMONG MODELS

Table 6 shows the F1 scores of the three models re-trained
with data selected using three different strategies. For the “H”
and “L” methods Specifically, all four uncertainty metrics
are concerned.

It can be seen that DSP, MCSP and MC-BLEU-VAR im-
prove the F1 score most when the models are re-trained
with their highest uncertainty data. MC-BLEU-VAR has
the largest gap between the F1 score obtained by retraining
the highest uncertainty data and the lowest ones, which can
be seen from the “D” column in Table 6, suggesting that it is
a better selection criterion than the other two. Therefore, in
general, our proposed data selection strategy that is based on
uncertainty obtained by different methods are satisfactory,
shown by the fact that re-training the models with the most
informative data (i.e. the most uncertain ones) increases the
F1 score most significantly. However, it should be noted
that since BERT and ALBERT are pre-trained only with en,
the limited vocabulary makes the effect of active learning
in terms of F1 score insignificant. In general, all the mod-
els perform as expected in most of the cases. The models
re-trained with higher uncertainty data result in higher F1
scores. To some degree all the metrics are effective in terms
of active learning.
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Table 6. F1 scores of 3 models re-trained with data selected by 3 different selection strategies: H (15% with highest uncertainty), L (15%
with lowest uncertainty), R (15% that is randomly sampled); D is the difference between the highest score and lowest score for each
strategy. Mark the biggest difference

DSP MC-BLEU-VAR
H L R D H L R D

ALBERT en 74.53 63.00 68.89 11.53 74.35 59.99 69.81 14.36
de 27.99 29.54 28.86 -1.55 27.97 22.9 29.13 5.07
zh 9.64 11.25 10.26 -1.61 10.76 9.73 10.65 1.03

m-BERT en 82.44 70.77 77.73 11.67 81.40 71.27 77.30 10.13
de 65.57 54.24 61.98 11.33 65.18 51.03 61.86 14.15
zh 65.29 55.09 60.80 10.20 64.03 50.23 60.53 13.80

BERT en 81.67 77.62 78.43 4.05 82.93 72.53 78.78 10.40
de 26.02 31.66 32.76 -5.64 27.77 24.24 33.42 3.53
zh 10.95 12.05 12.52 -1.10 12.62 11.33 12.41 1.29

MCSP MC-VAR
H L R D H L R D

ALBERT en 74.20 63.09 70.28 11.11 71.37 66.74 69.71 4.63
de 25.62 30.25 29.34 -4.63 29.95 29.36 28.00 0.59
zh 9.45 11.26 10.53 -1.81 9.86 11.13 10.15 -1.27

m-BERT en 82.04 70.77 77.23 11.27 78.24 74.85 76.96 3.39
de 64.97 53.34 61.36 11.63 60.80 61.27 61.50 -0.47
zh 63.76 55.04 60.27 8.72 60.53 62.50 60.50 -1.97

BERT en 82.09 76.70 78.01 5.39 81.25 76.21 78.52 5.04
de 24.99 30.83 34.07 -5.84 30.94 31.32 33.36 -0.38
zh 11.20 12.61 11.79 -1.41 11.46 12.97 12.28 -1.51

C.3.2. COMPARISON WITH OTHER STRATEGIES

Peshterliev (Peshterliev et al., 2018) proposed an active
learning baseline strategy based on the score which corre-
sponds to the model, and here in this experiment we will
simply use the F1 score to choose the data for retraining,
and compare such strategy with our proposed approach (i.e.
selection based on MC-BLEU-VAR).

Table 7. F1 scores of m-BERT after training with strategy based
on MC-BLEU-VAR and f1 score

MC-BLEU-VAR F1 score
en 82.00 83.12
de 65.22 56.99
zh 64.96 55.03

Table 7 shows the F1 score of m-BERT re-trained with the
data selected by F1 score and by MC-BLEU-VAR. Al-
though F1 score-based strategy has a slightly better per-
formance in en, it has a worse performance in de and zh
compared to the MC-BLEU-VAR strategy. This is because
data with lower F1 scores are not necessarily the most in-
formative ones. However, since test data in de and zh are
out-of-distribution and the MC-BLEU-VAR strategy better

measures such uncertainty, our strategy outperforms the F1
score strategy in above two languages. This also aligns with
the conclusion of previous Appendix C.1.


