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Current evidence suggests that neural

Hebbian learning in cortical and

hippocampal synapses is fundamentally

predictive rather than conventionally

correlational. Much attention is focussing

on what sort of predictions are acquired,

and in what neural architectures. A recent

paper by Rao and Sejnowski has

suggested an interesting interpretation in

terms of a popular predictive algorithm

that has roots in psychology, computer

science and engineering.

‘Prediction is difficult – especially about

the future’, Yogi Berra noted. However,

learning from the past to make

predictions about the future is a critical

computational component of many

cognitive, perceptual and motor tasks,

and so there is substantial interest in its

neural underpinnings. Neural Hebbian

learning rules have recently been

realized to be even more ‘Hebbian’ than

originally thought [1], in that they

contain an asymmetry between the times

of activation of pre- and post-synaptic

cells. Such an asymmetry lies at the

heart of any predictive algorithm, 

and there is substantial interest in the

predictive capacities of temporally

asymmetric Hebbian learning rules, 

and the relationship between such rules

and other computational and engineering

ideas about prediction learning [2], such

as the method of temporal difference [3],

which itself has rich psychological [4] and

neural [5–7] roots. Rao and Sejnowski

suggest a particularly concrete link

between the two in their notable recent

paper [8], arguing using a biophysically

detailed model neuron, that if synapses

were to implement a temporal-difference

learning rule, then they would be

expected to exhibit the sort of temporally

asymmetric plasticity that has indeed

been observed.

Here, I consider neural predictions

from the perspective of temporal

difference learning. What we will see is

that although prediction is relatively

straightforward at a systems level, it

poses some interesting and tricky

conceptual, architectural and

mechanistic problems at the level of

single neurons. Many of these problems

were first discussed in a seminal paper

on single cell prediction by Sutton and

Barto [9], which is one of the main

precursors to their later work on

temporal difference learning [3,4].

Temporal difference learning was

originally developed as such in the context

of modeling classical conditioning [4], and

this provides a convenient backdrop for

our discussion. Consider a set of separate

trials, in each of which a set of m stimuli is

provided, the absence or presence of the ith

of which at time t is marked by x
t
(i) ∈ {0,1}.

Further suppose that a sequence of

rewards is also provided, with r
t
delivered

at time t. Temporal difference learning

solves the particular prediction problem,

that Sutton and Barto suggested arises in

classical conditioning, of learning weights

w(i) such that the stimulus at time t

predicts the sum of future rewards in a

trial. That is, the value P
t
= ∑

i
w(i) x

t
(i)

should equal ∑
s > t
T r

s
, where T is the last

time in the trial. Since the target for

prediction can be written in the form 

∑
s > t
T r

s
=r

t+1
+ ∑

s > t+1
T r

s
, and P

t+1
should

equal ∑
s > t+1
T r

s
, the successive predictions

should be mutually consistent, with

P
t
= r

t+1
+ P

t+1
. [Eqn 1]

Temporal difference learning uses the

difference between the two sides of this

equation

δ
t
= r

t+1
+ P

t+1
− P

t
[Eqn 2]

as a prediction error associated 

with the stimuli x
t
(i), changing the

weights as in the delta or equivalently

Rescorla–Wagner [10] rule:

w(i) → w(i) + ε (r
t+1

+ P
t+1

− P
t
) x

t
(i)

= w(i) + εδ
t
x

t
(i) [Eqn 3],

where ε is a learning rate. The

involvement of P
t+1

−P
t
which, in a more

temporally continuous setting would be a

form of derivative of the prediction P
t
, is

what led to the name of the rule.

Substantial theory is available as to

circumstances under which this learning

rule makes the predictions converge to

the correct answers [11,12].

Learning rule 3 above has the

characteristic that what might be thought

of as the training signal from the prediction

task (namely r
t+1

) plays a subtly, but

crucially, different role from that of the

prediction P
t
itself. That is, δ

t
is not equal

to a quantity δ′
t
=(r

t+1
+ P

t+1
) − (r

t
+ P

t
) that

we might call the ‘activity difference’.

Using the true temporal difference makes

anatomical sense in a model of the

dopamine system in primates, as there

are plausibly separate discrete pathways

conveying direct and predictive

information about rewards, and in any

event, it is only δ
t
rather than P

t
that is

the required output for such purposes as

learning actions that maximize rewards

[13]. In fact, one can even see how the

differentiating capacity of another of the

recently prominent exotic findings about

synapses, namely short-term depression

[14–17], might provide a substrate for

computing the temporal difference P
t+1

−P
t
.

However, when P
t
is taken to be the

output (or, as Rao and Sejnowski suggest,

a quantity more local to a synapse such as

its membrane potential) of a single

postsynaptic cell, it begs some interesting

questions. How should we think of r
t
as a

privileged input to the cell? If a post-

synaptic mechanism is responsible for

computing P
t+1

−P
t
, then how can it avoid

computing the incorrect activity

difference δ′
t
rather than δ

t
? If it doesn’t,

and this is certainly the most natural

conclusion from Rao and Sejnowski’s

interpretation of temporal difference

learning leading to a temporally

asymmetric Hebbian rule, then what are

the consequences?

The answers to these questions,

explored in Sutton and Barto’s 1981

paper [9] (based on a slightly different

formulation of a learning rule), find

interesting resonance in various of Rao

and Sejnowski’s ingenious suggestions;

Rao and Sejnowski also suggest some new

ones. One set of ideas to maintain the

temporal difference interpretation is to

arrange the architecture, or the times of

activation of the pre-synaptic units, or

indeed the epochs in the trial over which

plasticity pertains, so that the difference
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between the activity difference δ′
t
and the

regular temporal difference δ
t
never

substantially affects the plasticity of a

synapse. This happens, for instance, if

there is only in fact one single reward

right at the end of the trial [e.g. r
t
=0, t < T;

r(T )=1]. In a simplification of the version

of this that Rao and Sejnowski consider,

r(T )=1 comes from an action potential,

caused by a privileged input to the

postsynaptic cell, backpropagating up its

dendritic tree. This makes positive the

activity difference associated with pre-

synaptic events initiated at time t=T−1

in a trial, thus engendering increases in

synaptic efficacy. These, in turn, reduce

the activity difference, by increasing P
T−1

,

until the difference reaches 0. This

process can lead to the prior pre-synaptic

events causing the post-synaptic cell to

spike in a preditive manner. Rao and

Sejnowski further suggest a specialized

inhibitory connection architecture [18],

which allows the predictive spike to

cancel out the predicted spike (thus

eliminating the effect of the difference

between δ
t
and δ′

t
).

In the converse case, what happens 

if indeed δ′
t

is used in the learning rule

rather than δ
t
? I don’t know of

compelling computational analyses of

this case, other than the obvious point

that the resulting learning rule looks

like a correlational learning rule

between the stimuli and the differences

in successive outputs.

Rao and Sejnowski face the even

trickier problem of making the learning

rules work in the face of biophysically

realistic timescales for synaptic currents

and membrane potentials and the like.

The most dangerous problem that arises

is instability, that the learning rule can

make the synaptic efficacies rise without

bound. This happens when the

biophysical mechanism for propagating

information around the post-synaptic cell

(backpropagating action potentials) lasts

over a longer time scale than that

involved in the derivative P
t+1

−P
t
. That

can make the learning rule operate more

like a regular correlational learning rule,

and these are notoriously unstable.

Synaptic saturation is suggested as a

possible fix, although one might worry

about a consequent loss of synaptic

selectivity.

Altogether, the notion that temporally

asymmetric Hebbian learning rules are

best seen in predictive rather than

correlational terms has been taken in

various interesting directions. Rao and

Sejnowski usefully add to our armoury of

ways of approaching such rules, and

remind us of an essential Yogic truth.
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Neuroecology and psychological modularity

Jonathan I. Flombaum, Laurie R. Santos and Marc D. Hauser

In a recent review, Bolhuis and Macphail

challenge the thesis that specialized

systems mediate the learning, encoding

and retrieval of different types of

information – what they call a

neuroecological approach to learning and

memory [1]. In particular, they challenge

‘the arbitrary assumption that different

“problems” engage different memory

mechanisms’ (p. 426), and the idea that

this fact can be used to motivate

neurobiological studies. To substantiate

their claims, they appeal to data dealing

with the neural substrates of song

learning and food storage in birds.

Recently, Hampton et al. [2] pointed out

how Bolhuis and Macphail misrepresent

these data and set-up a ‘straw

neuroecologist’ with respect to the

functionalist/adaptionist perspective.

Here, we take up a different problem.
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