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The bound for ¢ is always tighter than that for .
Variance Further results
Expected max error
Using trig identities, we can show that The paper also has:
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using Dudley’s entropy integral.
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