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Abstract

Neural spike trains present challenges to analytical efforts due to their noisy,
spiking nature. Many studies of neuroscientific and neural prosthetic importance
rely on a smoothed, denoised estimate of the spike train’s underlying firing rate.
Current techniques to find time-varying firing rates require ad hoc choices of
parameters, offer no confidence intervals on their estimates, and can obscure
potentially important single trial variability. We present a new method, based
on a Gaussian Process prior, for inferring probabilistically optimal estimates of
firing rate functions underlying single or multiple neural spike trains. We test the
performance of the method on simulated data and experimentally gathered neural
spike trains, and we demonstrate improvements over conventional estimators.

1 Introduction

Neuronal activity, particularly in cerebral cortex, is highly variable. Even when experimental con-
ditions are repeated closely, the same neuron may produce quite different spike trains from trial
to trial. This variability may be due to both randomness in the spiking process and to differences
in cognitive processing on different experimental trials. One common view is that a spike train is
generated from a smooth underlying function of time (the firing rate) and that this function carries
a significant portion of the neural information. If this is the case, questions of neuroscientific and
neural prosthetic importance may require an accurate estimate of the firing rate. Unfortunately, these
estimates are complicated by the fact that spike data gives only a sparse observation of its underlying
rate. Typically, researchers average across many trials to find a smooth estimate (averaging out spik-
ing noise). However, averaging across many roughly similar trials can obscure important temporal
features [1]. Thus, estimating the underlying rate from only one spike train (or a small number of
spike trains believed to be generated from the same underlying rate) is an important but challenging
problem.
The most common approach to the problem has been to collect spikes from multiple trials in a peri-
stimulus-time histogram (PSTH), which is then sometimes smoothed by convolution or splines [2],
[3]. Bin sizes and smoothness parameters are typically chosen ad hoc (but see [4], [5]) and the result
is fundamentally a multi-trial analysis. An alternative is to convolve a single spike train with a kernel.
Again, the kernel shape and time scale are frequently ad hoc. For multiple trials, researchers may
average over multiple kernel-smoothed estimates. [2] gives a thorough review of classical methods.
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More recently, point process likelihood methods have been adapted to spike data [6]–[8]. These
methods optimize (implicitly or explicitly) the conditional intensity function λ(t|x(t), H(t)) —
which gives the probability of a spike in [t, t + dt), given an underlying rate function x(t) and the
history of previous spikes H(t) — with respect to x(t). In a regression setting, this rate x(t) may
be learned as a function of an observed covariate, such as a sensory stimulus or limb movement.
In the unsupervised setting of interest here, it is constrained only by prior expectations such as
smoothness. Probabilistic methods enjoy two advantages over kernel smoothing. First, they allow
explicit modelling of interactions between spikes through the history term H(t) (e.g., refractory
periods). Second, as we will see, the probabilistic framework provides a principled way to share
information between trials and to select smoothing parameters.
In neuroscience, most applications of point process methods use maximum likelihood estimation. In
the unsupervised setting, it has been most common to optimize x(t) within the span of an arbitrary
basis (such as a spline basis [3]). In other fields, a theory of generalized Cox processes has been
developed, where the point process is conditionally Poisson, and x(t) is obtained by applying a link
function to a draw from a random process, often a Gaussian process (GP) (e.g. [9]). In this approach,
parameters of the GP, which set the scale and smoothness of x(t) can be learned by optimizing the
(approximate) marginal likelihood or evidence, as in GP classification or regression. However, the
link function, which ensures a nonnegative intensity, introduces possibly undesirable artifacts. For
instance, an exponential link leads to a process that grows less smooth as the intensity increases.
Here, we make two advances. First, we adapt the theory of GP-driven point processes to incorpo-
rate a history-dependent conditional likelihood, suitable for spike trains. Second, we formulate the
problem such that nonnegativity in x(t) is achieved without a distorting link function or sacrifice of
tractability. We also demonstrate the power of numerical techniques that makes application of GP
methods to this problem computationally tractable. We show that GP methods employing evidence
optimization outperform both kernel smoothing and maximum-likelihood point process models.

2 Gaussian Process Model For Spike Trains

Spike trains can often be well modelled by gamma-interval point processes [6], [10]. We assume the
underlying nonnegative firing rate x(t) : t ∈ [0, T ] is a draw from a GP, and then we assume that
our spike train is a conditionally inhomogeneous gamma-interval process (IGIP), given x(t). The
spike train is represented by a list of spike times y = {y0, . . ., yN}. Since we will model this spike
train as an IGIP1, y | x(t) is by definition a renewal process, so we can write:

p(y | x(t)) =

N
∏

i=1

p(yi | yi−1, x(t)) · p0(y0 | x(t)) · pT (T | yN , x(t)), (1)

where p0(·) is the density of the first spike occuring at y0, and pT (·) is the density of no spikes being
observed on (yN , T ]; the density for IGIP intervals (of order γ ≥ 1) (see e.g. [6]) can be written as:

p(yi | yi−1, x(t)) =
γx(yi)

Γ(γ)

(

γ

∫ yi

yi−1

x(u)du

)γ−1

exp

{

−γ

∫ yi

yi−1

x(u)du

}

. (2)

The true p0(·) and pT (·) under this gamma-interval spiking model are not closed form, so we sim-
plify these distributions as intervals of an inhomogeneous Poisson process (IP). This step, which
we find to sacrifice very little in terms of accuracy, helps to preserve tractability. Note also that
we write the distribution in terms of the inter-spike-interval distribution p(yi|yi−1, x(t)) and not
λ(t|x(t), H(t)), but the process could be considered equivalently in terms of conditional intensity.
We now discretize x(t) : t ∈ [0, T ] by the time resolution of the experiment (∆, here 1 ms), to
yield a series of n evenly spaced samples x = [x1, . . ., xn]′ (with n = T

∆ ). The events y become
N +1 time indices into x, with N much smaller than n. The discretized IGIP output process is now
(ignoring terms that scale with ∆):

1The IGIP is one of a class of renewal models that works well for spike data (much better than inhomoge-
neous Poisson; see [6], [10]). Other log-concave renewal models such as the inhomogeneous inverse-Gaussian
interval can be chosen, and the implementation details remain unchanged.
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p(y | x) =

N
∏

i=1

[

γxyi

Γ(γ)

(

γ

yi−1
∑

k=yi−1

xk∆

)γ−1

exp

{

−γ

yi−1
∑

k=yi−1

xk∆

}]

· xy0
exp

{

−

y0−1
∑

k=0

xk∆

}

· exp

{

−
n−1
∑

k=yN

xk∆

}

, (3)

where the final two terms are p0(·) and pT (·), respectively [11]. Our goal is to estimate a smoothly
varying firing rate function from spike times. Loosely, instead of being restricted to only one family
of functions, GP allows all functions to be possible; the choice of kernel determines which functions
are more likely, and by how much. Here we use the standard squared exponential (SE) kernel. Thus,
x ∼ N (µ1,Σ), where Σ is the positive definite covariance matrix defined by

Σ =
{

K(ti, tj)
}

i,j∈{1,...,n}
where K(ti, tj) = σ2

fexp

{

−
κ

2
(ti − tj)

2

}

+ σ2
vδij . (4)

For notational convenience, we define the hyperparameter set θ = [µ; γ;κ;σ2
f ;σ2

v ]. Typically, the
GP mean µ is set to 0. Since our intensity function is nonnegative, however, it is sensible to treat µ
instead as a hyperparameter and let it be optimized to a positive value. We note that other standard
kernels - including the rational quadratic, Matern ν = 3

2 , and Matern ν = 5
2 - performed similarly to

the SE; thus we only present the SE here. For an in depth discussion of kernels and of GP, see [12].
As written, the model assumes only one observed spike train; it may be that we have m trials believed
to be generated from the same firing rate profile. Our method naturally incorporates this case: define
p({y}m

1 | x) =
∏m

i=1
p(y(i) | x), where y(i) denotes the ith spike train observed.2 Otherwise, the

model is unchanged.

3 Finding an Optimal Firing Rate Estimate

3.1 Algorithmic Approach

Ideally, we would calculate the posterior on firing rate p(x | y) =
∫

θ
p(x | y, θ)p(θ)dθ (integrating

over the hyperparameters θ), but this problem is intractable. We consider two approximations:
replacing the integral by evaluation at the modal θ, and replacing the integral with a sum over a
discrete grid of θ values. We first consider choosing a modal hyperparameter set (ML-II model
selection, see [12]), i.e. p(x | y) ≈ q(x | y, θ∗) where q(·) is some approximate posterior, and

θ∗ = argmax
θ

p(θ | y) = argmax
θ

p(θ)p(y | θ) = argmax
θ

p(θ)

∫

x

p(y | x, θ)p(x | θ)dx. (5)

(This and the following equations hold similarly for a single observation y or multiple observations
{y}m

1 , so we consider only the single observation for notational brevity.) Specific choices for the
hyperprior p(θ) are discussed in Results. The integral in Eq. 5 is intractable under the distributions
we are modelling, and thus we must use an approximation technique. Laplace approximation and
Expectation Propagation (EP) are the most widely used techniques (see [13] for a comparison). The
Laplace approximation fits an unnormalized Gaussian distribution to the integrand in Eq. 5. Below
we show this integrand is log concave in x. This fact makes reasonable the Laplace approximation,
since we know that the distribution being approximated is unimodal in x and shares log concavity
with the normal distribution. Further, since we are modelling a non-zero mean GP, most of the
Laplace approximated probability mass lies in the nonnegative orthant (as is the case with the true
posterior). Accordingly, we write:

2Another reasonable approach would consider each trial as having a different rate function x that is a draw
from a GP with a nonstationary mean function µ(t). Instead of inferring a mean rate function x

∗, we would
learn a distribution of means. We are considering this choice for future work.
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p(y | θ) =

∫

x

p(y | x, θ)p(x | θ)dx ≈ p(y | x∗, θ)p(x∗ | θ)
(2π)

n

2

|Λ∗ + Σ−1|
1

2

, (6)

where x∗ is the mode of the integrand and Λ∗ = −∇2
xlog p(y | x, θ) |x=x∗ . Note that in general

both Σ and Λ∗ (and x∗, implicitly) are functions of the hyperparameters θ. Thus, Eq. 6 can be
differentiated with respect to the hyperparameter set, and an iterative gradient optimization (we used
conjugate gradients) can be used to find (locally) optimal hyperparameters. Algorithmic details and
the gradient calculations are typical for GP; see [12]. The Laplace approximation also naturally
provides confidence intervals from the approximated posterior covariance (Σ−1 + Λ∗)−1.
We can also consider approximate integration over θ using the Laplace approximation above. The
Laplace approximation produces a posterior approximation q(x | y, θ) = N

(

x∗, (Λ∗ + Σ−1)−1
)

and a model evidence approximation q(θ | y) (Eq. 6). The approximate integrated posterior can be
written as p(x | y) = Eθ|y[p(x | y, θ)] ≈

∑

j q(x | y, θj)q(θj | y) for some choice of samples
θj (which again gives confidence intervals on the estimates). Since the dimensionality of θ is small,
and since we find in practice that the posterior on θ is well behaved (well peaked and unimodal), we
find that a simple grid of θj works very well, thereby obviating MCMC or another sampling scheme.
This approximate integration consistently yields better results than a modal hyperparameter set, so
we will only consider approximate integration for the remainder of this report.
For the Laplace approximation at any value of θ, we require the modal estimate of firing rate x∗,
which is simply the MAP estimator:

x∗ = argmax
x�0

p(x | y) = argmax
x�0

p(y | x)p(x). (7)

Solving this problem is equivalent to solving an unconstrained problem where p(x) is a truncated
multivariate normal (but this is not the same as individually truncating each marginal p(xi); see
[14]). Typically a link or squashing function would be included to enforce nonnegativity in x, but
this can distort the intensity space in unintended ways. We instead impose the constraint x � 0,
which reduces the problem to being solved over the (convex) nonnegative orthant. To pose the
problem as a convex program, we define f(x) = −log p(y | x)p(x):

f(x) =
N

∑

i=1

(

−log xyi
− (γ − 1)log

(

yi−1
∑

k=yi−1

xk∆
)

)

+

yN−1
∑

k=y0

γxk∆ (8)

−log xy0
+

y0−1
∑

k=1

xk∆ +

n−1
∑

k=yN

xk∆ +
1

2
(x − µ1)T Σ−1(x − µ1) + C, (9)

where C represents constants with respect to x. From this form follows the Hessian

∇2
xf(x) = Σ−1 + Λ where Λ = −∇2

xlog p(y | x, θ) = B + D, (10)

where D = diag(x−2
y0

, . . ., 0, . . ., x−2
yi

. . ., 0, . . ., x−2
yN

) is positive semidefinite and diagonal. B is
block diagonal with N blocks. Each block is rank 1 and associates its positive, nonzero eigenvalue
with eigenvector [0, . . ., 0,bT

i , 0, . . ., 0]T . The remaining n − N eigenvalues are zero. Thus, B has
total rank N and is positive semidefinite. Since Σ is positive definite, it follows then that the Hessian
is also positive definite, proving convexity. Accordingly, we can use a log barrier Newton method to
efficiently solve for the global MAP estimator of firing rate x∗ [15].
In the case of multiple spike train observations, we need only add extra terms of negative log like-
lihood from the observation model. This flows through to the Hessian, where ∇2

xf(x) = Σ−1 + Λ
and Λ = Λ1 + . . . + Λm, with Λi ∀ i ∈ {1, . . .,m} defined for each observation as in Eq. 10.

4



3.2 Computational Practicality

This method involves multiple iterative layers which require many Hessian inversions and other ma-
trix operations (matrix-matrix products and determinants) that cost O(n3) in run-time complexity
and O(n2) in memory, where (x ∈ IR

n). For any significant data size, a straightforward implemen-
tation is hopelessly slow. With 1 ms time resolution (or similar), this method would be restricted
to spike trains lasting less than a second, and even this problem would be burdensome. Achieving
computational improvements is critical, as a naive implementation is, for all practical purposes, in-
tractable. Techniques to improve computational performance are a subject of study in themselves
and are beyond the scope of this paper. We give a brief outline in the following paragraph.
In the MAP estimation of x∗, since we have analytical forms of all matrices, we avoid explicit
representation of any matrix, resulting in linear storage. Hessian inversions are avoided using the
matrix inversion lemma and conjugate gradients, leaving matrix vector multiplications as the single
costly operation. Multiplication of any vector by Λ can be done in linear time, since Λ is a (block-
wise) vector outer product matrix. Since we have evenly spaced resolution of our data x in time
indices ti, Σ is Toeplitz; thus multiplication by Σ can be done using Fast Fourier Transform (FFT)
methods [16]. These techniques allow exact MAP estimation with linear storage and nearly linear
run time performance. In practice, for example, this translates to solving MAP estimation problems
of 103 variables in fractions of a second, with minimal memory load. For the modal hyperparameter
scheme (as opposed to approximately integrating over the hyperparameters), gradients of Eq. 6
must also be calculated at each step of the model evidence optimization. In addition to using similar
techniques as in the MAP estimation, log determinants and their derivatives (associated with the
Laplace approximation) can be accurately approximated by exploiting the eigenstructure of Λ.
In total, these techniques allow optimal firing rates functions of 103 to 104 variables to be estimated
in seconds or minutes (on a modern workstation). These data sizes translate to seconds of spike
data at 1 ms resolution, long enough for most electrophysiological trials. This algorithm achieves a
reduction from a naive implementation which would require large amounts of memory and would
require many hours or days to complete.

4 Results

We tested the methods developed here using both simulated neural data, where the true firing rate
was known by construction, and in real neural spike trains, where the true firing rate was estimated
by a PSTH that averaged many similar trials. The real data used were recorded from macaque
premotor cortex during a reaching task (see [17] for experimental method). Roughly 200 repeated
trials per neuron were available for the data shown here.
We compared the IGIP-likelihood GP method (hereafter, GP IGIP) to other rate estimators (kernel
smoothers, Bayesian Adaptive Regressions Splines or BARS [3], and variants of the GP method)
using root mean squared difference (RMS) to the true firing rate. PSTH and kernel methods approxi-
mate the mean conditional intensity λ(t) = EH(t)[λ(t|x(t), H(t))]. For a renewal process, we know
(by the time rescaling theorem [7], [11]) that λ(t) = x(t), and thus we can compare the GP IGIP
(which finds x(t)) directly to the kernel methods. To confirm that hyperparameter optimization im-
proves performance, we also compared GP IGIP results to maximum likelihood (ML) estimates of
x(t) using fixed hyperparameters θ. This result is similar in spirit to previously published likelihood
methods with fixed bases or smoothness parameters. To evaluate the importance of an observation
model with spike history dependence (the IGIP of Eq. 3), we also compared GP IGIP to an inho-
mogeneous Poisson (GP IP) observation model (again with a GP prior on x(t); simply γ = 1 in
Eq. 3).
The hyperparameters θ have prior distributions (p(θ) in Eq. 5). For σf , κ, and γ, we set log-
normal priors to enforce meaningful values (i.e. finite, positive, and greater than 1 in the case of
γ). Specifically, we set log(σ2

f ) ∼ N (5, 2) , log(κ) ∼ N (2, 2), and log(γ − 1) ∼ N (0, 100).
The variance σv can be set arbitrarily small, since the GP IGIP method avoids explicit inversions
of Σ with the matrix inversion lemma (see 3.2). For the approximate integration, we chose a grid
consisting of the empirical mean rate for µ (that is, total spike count N divided by total time T )
and (γ, log(σ2

f ), log(κ)) ∈ [1, 2, 4] × [4, . . ., 8] × [0, . . ., 7]. We found this coarse grid (or similar)
produced similar results to many other very finely sampled grids.
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(a) Data Set L20061107.214.1; 1 spike train
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(b) Data Set L20061107.14.1; 4 spike trains
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(c) Data Set L20061107.151.5; 8 spike trains
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(d) Data Set L20061107.46.3; 1 spike train

Figure 1: Sample GP firing rate estimate. See full description in text.

The four examples in Fig. 1 represent experimentally gathered firing rate profiles (according to the
methods in [17]). In each of the plots, the empirical average firing rate of the spike trains is shown
in bold red. For simulated spike trains, the spike trains were generated from each of these empirical
average firing rates using an IGIP (γ = 4, comparable to fits to real neural data). For real neural
data, the spike train(s) were selected as a subset of the roughly 200 experimentally recorded spike
trains that were used to construct the firing rate profile. These spike trains are shown as a train of
black dots, each dot indicating a spike event time (the y-axis position is not meaningful). This spike
train or group of spike trains is the only input given to each of the fitting models. In thin green and
magenta, we have two kernel smoothed estimates of firing rates; each represents the spike trains
convolved with a normal distribution of a specified standard deviation (50 and 100 ms). We also
smoothed these spike trains with adaptive kernel [18], fixed ML (as described above), BARS [3],
and 150 ms kernel smoothers. We do not show these latter results in Fig. 1 for clarity of figures.
These standard methods serve as a baseline from which we compare our method. In bold blue, we
see x∗, the results of the GP IGIP method. The light blue envelopes around the bold blue GP firing
rate estimate represent the 95% confidence intervals. Bold cyan shows the GP IP method. This color
scheme holds for all of Fig. 1.
We then ran all methods 100 times on each firing rate profile, using (separately) simulated and real
neural spike trains. We are interested in the average performance of GP IGIP vs. other GP methods
(a fixed ML or a GP IP) and vs. kernel smoothing and spline (BARS) methods. We show these
results in Fig. 2. The four panels correspond to the same rate profiles shown in Fig. 1. In each
panel, the top, middle, and bottom bar graphs correspond to the method on 1, 4, and 8 spike trains,
respectively. GP IGIP produces an average RMS error, which is an improvement (or, less often,
a deterioration) over a competing method. Fig. 2 shows the percent improvement of the GP IGIP
method vs. the competing method listed. Only significant results are shown (paired t-test, p < 0.05).
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(c) L20061107.151.5; 1,4,8 spike trains
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(d) L20061107.46.3; 1,4,8 spike trains

Figure 2: Average percent RMS improvement of GP IGIP method (with model selection) vs. method
indicated in the column title. See full description in text.

Blue improvement bars are for simulated spike trains; red improvement bars are for real neural spike
trains. The general positive trend indicates improvements, suggesting the utility of this approach.
Note that, in the few cases where a kernel smoother performs better (e.g. the long bandwidth kernel
in panel (b), real spike trains, 4 and 8 spike trains), outperforming the GP IGIP method requires
an optimal kernel choice, which can not be judged from the data alone. In particular, the adaptive
kernel method generally performed more poorly than GP IGIP. The relatively poor performance of
GP IGIP vs. different techniques in panel (d) is considered in the Discussion section. The data
sets here are by no means exhaustive, but they indicate how this method performs under different
conditions.

5 Discussion

We have demonstrated a new method that accurately estimates underlying neural firing rate functions
and provides confidence intervals, given one or a few spike trains as input. This approach is not
without complication, as the technical complexity and computational effort require special care.
Estimating underlying firing rates is especially challenging due to the inherent noise in spike trains.
Having only a few spike trains deprives the method of many trials to reduce spiking noise. It is
important here to remember why we care about single trial or small number of trial estimates, since
we believe that in general the neural processing on repeated trials is not identical. Thus, we expect
this signal to be difficult to find with or without trial averaging.
In this study we show both simulated and real neural spike trains. Simulated data provides a good test
environment for this method, since the underlying firing rate is known, but it lacks the experimental
proof of real neural spike trains (where spiking does not exactly follow a gamma-interval process).
For the real neural spike trains, however, we do not know the true underlying firing rate, and thus we
can only make comparisons to a noisy, trial-averaged mean rate, which may or may not accurately
reflect the true underlying rate of an individual spike train (due to different cognitive processing on
different trials). Taken together, however, we believe the real and simulated data give good evidence
of the general improvements offered by this method.
Panels (a), (b), and (c) in Fig. 2 show that GP IGIP offers meaningful improvements in many cases
and a small loss in performance in a few cases. Panel (d) tells a different story. In simulation, GP
IGIP generally outperforms the other smoothers (though, by considerably less than in other panels).
In real neural data, however, GP IGIP performs the same or relatively worse than other methods.
This may indicate that, in the low firing rate regime, the IGIP is a poor model for real neural spiking.
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It may also be due to our algorithmic approximations (namely, the Laplace approximation, which
allows density outside the nonnegative orthant). We will report on this question in future work.
Furthermore, some neural spike trains may be inherently ill-suited to analysis. A problem with this
and any other method is that of very low firing rates, as only occasional insight is given into the
underlying generative process. With spike trains of only a few spikes/sec, it will be impossible
for any method to find interesting structure in the firing rate. In these cases, only with many trial
averaging can this structure be seen.
Several studies have investigated the inhomogeneous gamma and other more general models (e.g.
[6], [19]), including the inhomogeneous inverse gaussian (IIG) interval and inhomogeneous Markov
interval (IMI) processes. The methods of this paper apply immediately to any log-concave inhomo-
geneous renewal process in which inhomogeneity is generated by time-rescaling (this includes the
IIG and several others). The IMI (and other more sophisticated models) will require some changes
in implementation details; one possibility is a variational Bayes approach. Another direction for
this work is to consider significant nonstationarity in the spike data. The SE kernel is standard, but
it is also stationary; the method will have to compromise between areas of categorically different
covariance. Nonstationary covariance is an important question in modelling and remains an area of
research [20]. Advances in that field should inform this method as well.
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