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Developing networks can generate bursting activity despite the
absence of pacemaker cells and inhibitory synapses.Bursts are gen-
erated by positive feedback through excitatory connections and
terminatedby a slowdepression of networkexcitability. Similar ac-
tivity has been observed in cultures of spinal neurons containing
inhibitory synapses. Is burst generation in these cultures operating
according to themechanismproposed fordevelopingnetworks? To

answer this questionwithout perturbing the activity, we analyzed
the burst pattern of individual neurons in active cultures.We ob-
served a correlation between burst size and preceding interburst
interval and a rapidrise andprogressive decrease in ¢ringrate dur-
ing a burst. These ¢ndings are consistent with the mechanism of
burst generation proposed for developing networks. NeuroReport
14:1445^1449�c 2003 LippincottWilliams &Wilkins.
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INTRODUCTION
Rhythmic activity is widespread in the nervous system and
is critical for functions such as respiration and locomotion.
Rhythmogenesis often requires pacemaker cellular proper-
ties or depends on synaptic connectivity, particularly
reciprocal inhibition of antagonist centers [1]. However,
rhythmic, episodic activity has also been observed in
disinhibited or developing networks in which GABAA and
glycine receptors are either blocked or have excitatory
effects [2]. Several modeling and experimental studies
suggest that such rhythmic activity can be generated by
hyper-excitable networks in the absence of pacemaker
circuitry or cells. In these models, synchronized bursts of
activity are generated through positive feedback within the
network and terminated by a slow activity-dependent
depression of network excitability [3–13]. It is not known
whether such a mechanism participates in the operation of
mature central pattern generators with functional inhibition.
The generality of this mechanism is exemplified by

neuronal cultures in which the network connections are
believed to be randomized [14]. Can this mechanism still
apply in dissociated spinal cord cultures including both
excitatory and inhibitory connectivity? Latham et al. [6]
showed that network activity switched from steady firing at
low rates to synchronized bursting when the number of
endogenously active cells was decreased, without blocking
inhibitory connections in the cultures. This behavior could
be explained theoretically if neurons were subject to spike
frequency adaptation, acting as a slow negative feedback

process to terminate the bursts [5]. These results suggest
that the same mechanism of burst generation implicated for
excitatory networks could apply to a random network with
functional inhibitory connections. However, although
Latham et al. [5] showed how the number of intrinsically
spiking cells affected network activity, they did not directly
establish that the bursts observed in the dissociated cultures
were terminated by a slow adaptation of network excit-
ability, rather than another mechanism involving synaptic
inhibition.
Therefore, the goal of the present work was to establish if

bursting in these cultured networks exhibited properties
characteristic of those observed in purely excitatory
networks which would implicate a mechanism of rhythmo-
genesis based on recurrent excitation and slow activity-
dependent network depression that recovers during the
interburst interval. This scheme predicts that there is a
statistical relationship between burst size and the length of
the interburst interval [11,15] and that neuronal firing rate
increases abruptly at the beginning of a burst, then decreases
progressively. To verify these predictions, we analyzed the
spike train patterns previously recorded [6] during bursting
activity in these cultures. This method of analysis has the
advantage of not perturbing network activity.

MATERIALS AND METHODS
We performed a new analysis of previously published data
consisting of extracellular patch recordings performed on 27
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cells in three cultures of dissociated spinal neurons, as
described previously [6]. Although it was not possible to
analyze more data, the results showed identical qualitative
behavior in all three cultures. The recordings were made
after the growth medium was replaced by a recording
medium (saline solution), which decreased the number of
endogeneously active cells, causing each culture to generate
bursting activity [6]. It has been established previously that
functional inhibitory synapses are present in this type of
culture, both in growth and recording media [16,17], even
though it is possible that inhibitory synapses were altered
by the growth medium.
Data for each cell consisted of spike trains obtained from

5min recordings (Fig. 1a). We first determined burst onset
and termination. All the consecutive spikes separated by
less than a minimum interburst interval (minIBI) were
grouped in a burst. Because bursts are synchronized
network events, the observed burst period does not vary
much between cells [6]. Therefore, the minIBI should be
common to all the cells from the same culture. To
demonstrate that cells were bursting and determine their
minIBI, we plotted their spike trains and return map as
shown in Fig. 1. The return map is a plot of successive
interspike intervals (ISI); that is, a plot of ISIn + 1 vs ISIn
where ISIn is the time interval between the nth and n+ 1th
spikes.
For a bursting cell, the histogram of ISIs is bimodal, which

translates into a trimodal return map [18]. One mode is near
the origin, corresponding to the short ISIs within a burst; a
second is on the horizontal axis, corresponding to the
intervals on each side of the first spike in a burst (large ISIn
and small ISIn+ 1); and a third mode is on the vertical axis,
corresponding to the intervals on each side of the last spike
in a burst (small ISIn and large ISIn+ 1). We chose the value of
the minIBI visually, so that it would separate the two modes
near the horizontal axis for most cells. Small variations in
the value of the minIBI did not affect the results.
We then computed the interburst intervals (IBI, difference

between the onset time of the bursts and the termination
time of the previous bursts) and the number of spikes of
each burst. We discarded all bursts that comprised only one
spike, because these spikes were likely to be just sponta-
neous cellular events. The IBIs were thus calculated as if
these events did not occur. However, in 6/27 cells analyzed,
most bursts comprised just a few spikes and the one-spike
events were not a negligible part of the event distribution
(not shown). These cells also exhibited the strongest spike
frequency adaptation (median adaptation typically 4 25%,
see below). For consistency, the single spike events were
discarded and they were analyzed in the same way as the
other cells (if the single-spike events were not discarded, a
higher correlation between burst size and preceding IBI
would have been found for these cells).
To measure the degree of association between burst size

and interburst interval, we computed the Pearson correla-
tion coefficient. We then constructed a t-statistic with n�2
degrees of freedom (n being the sample size) to assess the
significance of the correlation. The null hypothesis (non-
significant correlation) was rejected at the 5% level.
To quantify the degree of spike frequency adaptation for

each cell, we first determined an adaptation coefficient for
each burst containing Z 3 spikes. This coefficient was the

median of the percentage change in instantaneous fre-
quency (1/ISI), calculated for each pair of successive ISIs.
The cellular adaptation coefficient was then defined as the
median of all these coefficients. This coefficient represents
the average decrease in frequency between two consecutives
ISIs. Note the use of the median, rather than the mean, as the
mean would have been more sensitive to outliers associated
with very large or small ISIs. Also, statistics summarizing
the results for all cells in a culture were expressed as the
median and interquartile range (a distribution can be
divided into four parts, each with equal probability, using
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Fig.1. Most cells of a given preparation are bursting regularly with simi-
lar bursting frequency. Spike train (a) and return map of ISIs (b) for ¢ve
cells recorded consecutively.The plots in (b) were used to determine the
minIBI value used for analysis (vertical dashed line, minIBI¼ 0.7 s for this
preparation).The distribution of ISIs is similar in all the regularly bursting
cells because bursts are population events. The horizontal clusters have
smaller width than the vertical clusters, showing an increase between
the ¢rst and last ISI in a burst, that is, a lower ¢ring rate at the end of
the bursts.
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three points; if the three points are denoted Q1, Q2 and Q3,
then Q2 is the median and Q1–Q3 is the interquartile range).

RESULTS
Bursting behavior and activity-dependent depression of
excitability: As previously reported, most cells (20/27)
burst regularly during the 5min recording [6]. We plotted
the spike trains and Return maps of ISIs to assess the
regularity of bursting and measure the minIBI for each
culture. This is shown in Fig. 1 for one culture. Of the five
cells recorded from that culture, four were bursting
regularly. The minIBI was o 1 s and clearly separated the
two modes near the horizontal axis for all regularly bursting
cells (Fig. 1b).
We then asked whether there was a relationship between

IBI and burst size, with burst size measured as the number
of spikes per burst. Figure 2a,b shows scatter plots of burst
size versus preceding and following interval, respectively,
for the same cell. This cell was typical in that it showed a
positive correlation between burst size and preceding
interval, but no correlation between burst size and following
interval. Overall, 21/27 cells showed a significant correla-
tion (po 0.05) between burst size and preceding interval,
although a minority 8/27 showed a significant correlation
between burst size and following interval (po 0.05), which
was negative in two instances. These results are summar-
ized in Fig. 2c for one culture and in Table 1 for all cultures.
Similar results were obtained when burst duration (instead
of number of spikes) was used as a measure of burst size,
indicating that they are unlikely to be artifacts of anomalous
spike trains.

Spike frequency adaptation: If bursts are controlled by a
slow adaptation mechanism, the average spike frequency
within the network should decrease during a burst until the
burst stops. This is true whether the reduction of network
excitability originates at the cellular level by decreasing
impulse frequency (Fig. 6B of [5]) or at the synaptic level by
a decrease in synaptic drive.
Examination of spike trains revealed a tendency to fire

more slowly towards the end of a burst (Fig. 3a). This drop
in frequency is further illustrated in Fig. 3b,c, where
instantaneous frequency is plotted as a function of time
during a burst. Typically, frequency rapidly reached a
maximum at the beginning of a burst, and then continu-
ously decreased, with the steepest decline at the beginning
of the burst. For some cells, the initial steep phase was not
apparent and the frequency drop was almost uniform
during the whole burst, while some cells had a very sharp
decrease initially and an almost flat plateau phase. This
variability between cells could be due to differences of
membrane properties and/or afferent connections. Despite
this variability, all cells showed a decrease in spike
frequency during the bursts; the frequency drop between
first and last spikes in a burst was 60% on average (Table 1).
The median adaptation coefficient (the median of the
percentage drop between successive ISIs; see Materials
and Methods), also shown in Table 1, confirms that the drop
in frequency is not just occurring during the first spikes,
otherwise this coefficient would be zero.

DISCUSSION
In the majority of cells we examined, burst size was
positively correlated with the duration of the previous
interburst interval. In addition, we found that the spike
frequency began high at burst onset, and then decreased
during the bursts. These findings are consistent with a
mechanism of burst generation based on positive feedback
recruitment and an activity-dependent depression of net-
work excitability and recovery during the IBI.
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Fig. 2. Correlation patterns. (a) Scatter plot of burst size versus pre-
vious IBI for the bursting activity in one cell during a 5min recording.
There is a positive correlation between burst size and previous IBI
(r¼ 0.70). (b) There is no correlation between burst size and following
IBI (r¼ 0.05). (c) Values of the correlation coe⁄cients between burst size
and previous IBI (left) or following IBI (right) for the 12 cells recorded in
one culture.Filled symbols: signi¢cant; open symbols: not signi¢cant; hor-
izontal gray lines: median values of the correlation coe⁄cients; pairs of
values from the same cell are linked by dotted lines.
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The positive correlation between burst size and the
duration of the preceding IBI was significant for most cells
(21/27) in all cultures. Four of the six cells that did not
exhibit this correlation were bursting irregularly during
their entire recording time. These cells might have been
damaged or not well connected to the rest of the network.
The majority of cells (19/27) showed no consistent correla-
tion between burst size and following IBI. Of the eight cells

that did, three were among the irregular bursters and in two
the correlation was negative. Because bursts are synchro-
nized network events, we conclude that the main pattern
observed in these networks is a positive correlation between
burst size and the length of the preceding, but not following,
IBI.
This pattern of correlation suggests that bursts are

terminated by an activity-dependent process which de-
presses network excitability until it is too low to sustain
activity, the interburst interval being a period of recovery
from this depression. Burst duration does not influence the
length of the interval before the next burst, implying that
network excitability is reset to the same value after each
burst [11]. Therefore, the length of the silent phase
determines the level of network excitability. All bursts do
not start at the same level of excitability, because even
though the network is capable of sustaining a burst after
minimal recovery, a triggering event (for example, firing of a
few cells due to spontaneous EPSPs [12]) is needed to start a
burst.
If fast synaptic inhibition terminated the bursts before full

depression, network excitability at the end of a burst would
depend on the burst duration (a longer burst would depress
network excitability more). In that case, a long burst would
likely be followed by a long interval, so there would be a
positive correlation between burst size and following
interval. Such a correlation was indeed observed by Streit
et al. [14] when inhibition was only partially blocked. Note
that by synaptic inhibition we understand fast ionotropic
transmission mediated by GABAA or glycine receptors, not
the slow modulation of cellular excitability and synaptic
transmission due to the activation of GABAB receptors, a
possible mechanism of activity-dependent depression.
The immediate jump in firing frequency at the beginning

of a burst, followed by a gradual decline in firing rate,
suggest a bursting mechanism known as square-wave
bursting [19]. According to this mechanism, a slow adapta-
tion/depression process switches the network back and
forth between silent and active states and is therefore
responsible for the decrease in firing frequency during a
burst. It is important to emphasize that fast synaptic
inhibition may also limit firing rate during the bursts, and
may be involved in burst termination. Nevertheless, it is
unclear how synaptic inhibition alone would be able to
allow for both a fast jump and a slow decrease in firing
frequency during the bursts.
Collectively, our analysis of inter- and intra-burst timings

suggests a slow activity-dependent depression of network
excitability as the burst termination mechanism, although
the data do not allow us to distinguish between a cellular or
synaptic basis for the depression. Synaptic depression has
been implicated in the activity of the developing chick
spinal cord [10], hippocampal slices [9] and dissociated
retinal networks [20]. Regulation of cellular excitability is
thought to control bursts in neocortex [21], disinhibited rat
spinal cultures [4] and possibly in the lamprey spinal cord
[22].
Whole-cell recordings and pharmacology will be useful in

order to eliminate the participation of inhibition in burst
termination [9] and to determine the type of adaptation
(synaptic or cellular) present in the network. For example,
we could test for a cellular adaptation mechanism by
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Fig. 3. Adaptation of spike frequency (same cell as Fig. 2). (a) Portion of
spike train showing ¢ve bursts. (b) For each of these bursts, the instanta-
neous frequency (¼1/ISI) decreases with time measured from the ¢rst
spike of the burst. (c) Timewas normalized to average the instantaneous
frequencyover all bursts.For each timebin (delimitedby two consecutive
upward ticks on the horizontal axis), the median of all instantaneous fre-
quencies occuring within the bin is represented. Error bars represent the
interquartile range.
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blocking slow after-hyperpolarization currents. However,
this may profoundly alter the network, as in disinhibited rat
cord organotypic cultures [8] where blockade of cellular
depression can unmask synaptic depression. It is therefore
important to limit ourselves to manipulations that do not
perturb the dynamical regime of the circuit. Our results
show that a surprising amount can be learned about rhythm
generation by simply analyzing the temporal structure of
spike trains. This type of analysis might be usefully applied
to in vivo recording where a more direct analysis of network
mechanisms is impossible.

CONCLUSION
Together with the absence of pacemaker cells [6], our results
suggest that the bursting activity observed in the mice
spinal cord cultures is controlled by the interaction between
recurrent excitation and activity-dependent decrease of
excitability. They strengthen the hypothesis of a general
mechanism of bursting activity in developing and hyper-
excitable networks and indicate that this mechanism can
operate in networks with inhibitory transmission [9,21,23].
This mechanism could therefore be a component of mature
central pattern generators.
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Table1. Summary of the correlation and adaptation statistics obtained from each cultures.

r (size vs preceding interval) r (size vs next interval) Total adaptation (%)a Median adaptation (%)b

Experiment1 0.40 [0.32^0.50] (4/5) �0.15 [�0.23^0.0] (2/5) 59 [38^64] 5.9 [4.9^16]
Experiment 2 0.55 [0.16^0.84] (8/12) 0.11 [0.02^0.22] (3/12) 60 [58^71] 9.3 [5.8^17]
Experiment 3 0.42 [0.32^0.49] (9/10) 0.11 [�0.01^0.15] (3/10) 62 [57^69] 9.0 [6.8^18]

aDecrease in frequency between ¢rst and last ISI of a burst.
bMedian decrease in frequency between successive ISIs in a burst.
Results are given asmedian over each cell of a culture, with the interquartile range indicatedwithin square brackets.
The number of signi¢cant correlations over the number of cells analyzed is represented in parentheses.
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