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Abstract: A fundamental goal of artificial intelligence is to create agents that learn to make good
decisions as they interact with a stochastic environment. Some of the most exciting and valuable
potential applications involve systems that interact directly with humans, such as intelligent tutor-
ing systems or medical interfaces. In these cases, sample efficiency is highly important, as each
decision, good or bad, is impacting a real person. I will describe our research on tackling this chal-
lenge, including transfer learning across sequential decision making tasks, as well as its relevance to
improving educational tools.
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