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The kernel toolkit

o Widely successful and popular.

° :
o flexible; f(x;), D4F (x;) <P,
o kernel ridge regression, infD exp. family fitting.
° . poor scalability.
° . incomplete Cholesky, Nystrom, sketching, RFF.

o RFF [Rahimi & Recht '07]: (w;)m; "<& A
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= possibility of fast linear methods (solving in the primal).
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Approximation quality

o [Rahimi & Recht '07, Sutherland & Schneider '15]:
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ECFs [Csorgd & Totik '83]: |8,,| = e°(™ — optimal rate, asymptotic!
@ Finite sample LP guarantees.
@ Finite sample guarantees in LP and L>: §?Pk.
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