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2. GENERATIVE MoDELSs CAN AsSIGN HIGHER LIKELIHOOD TO OOD INPUTS

e Bacteria identification based on genomic ¢ Generative models for OOD detection: T Fashion-MNIST ,\ ] e e Investigate auto-regressive models: which pixels contribute the most to the likelihood (ratio)?
seguences o do not require labeled data o L a — 00D - | e Fashion-MNIST (in-dist.) vs. MNIST (OOD). PixelCNN++ model is trained on Fashion-MNIST.
o ACGTTAACAACC...GGCTTC = label o model the input distribution p_,.(x) and ey £ - | e Likelihood is dominated by the background pixels = p(Fashion-MNIST) < p(MNIST)
o Promising for early detection of disease evaluate the likelihood of new inputs. o g e Likelihood ratio focuses on the semantic pixels = LLR(Fashion-MNIST) > LLR(MNIST)
e Classifier can achieve high accuracy on known e Prior work [Nalisnick et al., 2018, Choi et al. 2019]  oos- T | | — FashiontanisT
classes, but perform poorly in real world: observed failure modes of generative models: J - =
o 60-80% of real-world test inputs belong to as Higher likelihoods for OOD than in-dist. °°°°?£ooo =t ] ) |\ 20003
yet unknown bacteria e.g. Fashion-MNIST (in-dist.) vs. MNIST (OOD) Log-likelihood T T oglikelihood § o
o ldeally, say “l don’t know” on OOD inputs e We observe a similar failure mode on generative models trained on genomic sequences.
than assign high-confidence predictions ® &5 P . % - . ..
e Need accurate OOD detection to ensure safe 3. EXPLAINING WHY DENSITY MODELS FAIL AT OOD DETECTION - JJC_L
deployment of classifier - e log pg(@alT<d) log pg(al<d) — log pg)(Talz<d) Log likelihood-ratio
1200 | _ Background e Background vs. Semantics Examples:: 5 | Icr)mc-)d[i)stribution _ . Method AUROC
; Malgorithm > Images: background + objects g ey A R [0 E — ikelihood 0.089
g o Known classes ' ar:f Wi:: Cve:aa o [ext: stop words + key words £ 1o iy - 06 G Y s Il S f—- leali :
© (In-distribution) | ver b years , o Genomics: GC background + motifs 2 =~ .42 % o [ ] U U . . L|k.e.I|hood Ratio 0.994
§ 01 [ Bacilus  Escherichia - Semantics  , speech: background noise + speaker § N | I < = Classifier-based p(ylx) =~ 0.734
S || s K TR - S ' Classifier-based Entropy | 0.746
— 6004 U | J . - B A -
- . a7 bl i B 1asces (OOD) ——4&——~ ——————can be dominant TG e o e sl e D [_“ U [ ] “ = . Classifier-based ODIN | 0.752
= kTest be:ongs to| : "I;est beloings to p(X) — P(XB)) \p(XS))V\the focus i . . . ’ . GC content Images with hlghest (hlgh Images Wlth highQSt Classifier Ensemble 5 0.839
C 2001 @ tionacomren | | Likelihood is highly correlated portion of background) and (prototypical) & lowest likelihood Classifier-based | 0.942
= | :A amsn e | e p(x) has to explain both semantic & background components W;g;gﬁdzzc;g;:rgg?n an image lowest likelihood ratio (rare patterns) Mahalanobis Distance
o9 2000 2P 2010 o1 2020 e Humans ignore background and focus primarily on semantics ° , ,
E tor OOD J J P Y e GC-content in genomic sequence 6. OOD DeTecTiON FOR GENOMIC SEQUENCES

e \We create a realistic benchmark for OOD

detection on genomics data. o L§TI\/! model is ’Erair?ed.u.sing sequences from in—distribtftion classes Method AUROC
o 10 in-distribution, 60 OOD validation, 60 OOD 4. PrRopPOSED SoLUTION: LikeLiIHooD RATIOs For OOD DETECTION e Likelihood Ratio significantly improves OOD Detection Likelihood 0.626
e Effect of background GC-content is corrected T :
test classes. , , . L e 1 e el Likelihood Ratio 0.755
o Classes split by year to reflect challenges faced e How do we automatically extract the semantic Algorithm e OOD detection correlates lWIth its distance to in-distribution Classifier-based p(yl) | 0.634
when classifier trained only on known classes component of p(x)? - Fit Po(x) using in-distribution data oo Indistribution M ¢+« Likelinood Ratio Classifier-based Entropy = 0.634
o o . . . U L2 00D ] P 7 Ensemble 20 I - .
<01/01/2011  01/01/2011 ~01/01/2016 > 01/01/2016 e We propose training a bacfkgr:ound moFIeI on perturbed  _ Fit pg,(X) using perturbed input data : g e | Claesifior—baced ODIN | 0.697
o |npUtS and COmpUtlng the likelihood ratio: and OptiOna”y model regularizaticn* 5 é = asSSINer-base .
In-distribution In-distribution o , ' g, Calli 9 = Classifier Ensemble 5 0.682
P validation test (x) (x5) po(xs) (xs) - Compute the likelihood ratio. S /7 .~ AvRoc =030 = I 245 2 I _ it Eacer 0-525
= X a9 | X X X o YR L o ¢« e — D2 .#7 __ Log likelihood-ratio T =l _ i I a SSi . er-pase .
training LLR(x) = log Do = log PO\AB) POA\RS) ~ log Po\RS) - Predict OOD if likelihood ratio is small. gl - o i ot D O Mahalomopis Distance
OOD validation OO0OD test pQO (X) p90 (XB) pQO (Xs) peo (Xs) - O.2FaIseo'F;lositi\fc'eG RateO'8 - | | GC content | | Minimum distance to in-distribution

, , , o . *Hyperparameters (mutation rate and L2 | Summary
: assuming both models capture background equally well. - . . L , e . .
o Challenge: Detect if a test input is OOD (i.e. it J P o quatly coefficient) are tuned using an independent | e Create a realistic benchmark dataset for OOD detection (and open-set classification) in genomics

does not bel.ong.to anY of the training classes) o LLR i ek q trast er the sianifican OOD dataset different from test OOD. e Show that the likelihood from deep generative models can be confounded by background statistics
o Unsupervised: Density-based approaches IS @ background contrastive score. the significance e Propose a likelihood ratio method for unsupervised OOD detection, outperforming the raw likelihood

o Supervised: Classifier-based approaches of the semantics compared with the background. e Our method performs well on images and achieves SOTA performance on genomic dataset.
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